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1 Introduction

This is KDD R&D Laboratories' �rst participation
in TREC. In this participation, we focused on ex-
periments on a novel method of query expansion.

The query expansion method described in this
paper is based on a measure we call "word con-
tribution". Word contribution is a measure which
expresses the in
uence of a word to the similar-
ity between the query and a document. From our
data, we �gured that words which have highly neg-
ative contribution can be considered as to being
expressive of the characteristics of the data (query
or document) in which they exist. We proposed ex-
tracting such words from documents highly similar
to a query, and adding them to the original query
to generate an expanded query. We made exper-
iments to evaluate this method, and reported the
results in this paper.

We submitted 3 o�cial ad hoc runs (KD70000,
KD71010q, KD71010s) to TREC-7. However,
the data we used for these runs were generated
by a buggy morphological analysis program, which
we consider a serious cause for our bad results.
Since the o�cial submission, we have �xed these
bugs, and reconstructured our data. The results
described in this paper are based on these new data,
and some experiments made after the TREC-7 con-
ference.

2 Retrieval Method

2.1 Indexing

For indexing the topics and the documents, we
ran a morphological analysis program on the data,

and extracted nouns, proper nouns, and unde�ned
words. A frequency table was made for each da-
tum consisted of the extracted terms and frequency.
The morphologial analysis program was the pro-
gram in which bugs were discovered after the o�-
cial submission.
In our experiments, we used the data from the

TREC CD-ROMs 4 and 5, excluding the Congres-
sional Reports. The total number of terms ex-
tracted from this data was 772,659.

2.2 Similarity Calculation

For similarity calculation, we applied a probabilis-
tic model proposed by Iwayama et al [1]. This
model is based on an idea called Single random

Variable with Multiple Values (SVMV), and was
proved e�ective in text categorization compared to
other existing methods.
The formula for similarity calculation between

documents d1 and d2 for SVMV is described in Fig-
ure 1, where:

Sim(d1; d2): Similarity of documents d1 and d2
Fd(d; w): Frequency of word w in document d
Nd(d): Number of words in document d
F (w): Frequency of word w in all documents
N : Number of words in all documents

3 Query Expansion Based on

Word Contribution

In this section, we will make an explanation of our
proposed method of query expansion based on word
contribution.
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Figure 1: Similarity calculation formula for SVMV.

3.1 De�nition of Word Contribution

Word contribution is a measure which expresses the
in
uence of a word (or term) to the similarity be-
tween the query and a document. It is de�ned by
the following formula:

Cont(w; q; d) = Sim(q; d)� Sim(q0(w); d0(w))

where Cont(w; q; d) is the contribution of the word
w in the similarity between query q and document
d, Sim(q; d) is the similarity between q and d, q0(w)
is query q excluding word w, and d0(w) is docu-
ment d excluding word w. In other words, the con-
tribution of word w is the di�erence between the
similarity of q and d, and the similarity of q and
d when word w is assumed to be non-existent in
both data. Therefore, there are words which have
positive contribution, and words which have nega-
tive contribution. Words with positive contribution
increases the similarity, and words with negative
contribution decreases the similarity. An example
of word contribution data calculated from TREC-6
data is shown in Table 1.

3.2 Hypothesis

Figure 2 illustrates the contribution of all words
from the query and document used in the example
shown in Table 1. The document used in this ex-
ample is relevant to the query. The data is sorted
in descending order according to the contribution
of each word.
From Figure 2, it is apparent that there are

only a small number of words with highly posi-
tive contribution, and a small number of words

Table 1: Words with 10 highest/lowest contribu-
tion in Topic 313 and FT932-6259

Word Contribution

levitation 0.39429400

discussion 0.00030683

plan 0.00012887

year -1.33E-06

government -5.21E-06

system -0.0000053

city -5.77E-06

take -6.54E-06

development -6.92E-06

agreement -7.91E-06

... ...

narrative -0.0009595

JAPANESE -0.0009871

JFK -0.0044444

Guardia -0.0046405

superconductivity -0.0107779

Nakamoto -0.0114731

Michiyo -0.0137173

flywheel -0.039495

Grumman -0.0424242

motor car -0.1363256
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Figure 2: Word contribution between Topic 313
and FT932-6259



with highly negative contribution. On the contrary,
most words have a contribution near zero, meaning
most words do not have a signi�cant in
uence on
query-document similarity.
As obvious from the de�nition of word contribu-

tion, words with highly positive contribution are
presumed to be words that co-occur in the query
and document. Such words can be considered as
informative words of document relevance to the
query. On the contrary, words with highly nega-
tive contribution which do not occur in the original
query can be considered as words which discrimi-
nate relevant documents from other non-relevant
documents contained in the data collection.
Since the main objective of query expansion is

to add words which are e�ective in distinguishing
relevant documents from the data collection, we
assumed that words with highly negative contribu-
tion are extremely suitable for expanding the orig-
inal query. Moreover, we presumed that value of
word contribution is a measure of the importance
the word has for discrimination. Based on this pre-
sumption, the application of word contribution val-
ues as the weight of the extracted word for query
expansion should also be e�ective.

3.3 Query Expansion Method

Based on our arguments in the previous section,
we have developed the following query expansion
method.
First, the word contribution of all words in the

query and the set of documents from which the
words for query expansion are extracted from are
calculated. If there are Num documents which
are included in the document set for query q, the
relevant document set Dqe can be expressed as
Dqe(q) = fd1; � � � ; dNumg. From each document
di, N words with the lowest contribution are ex-
tracted.
Next, a score for each extracted word w is calcu-

lated by the following formula:

Score(w) = wgt�
X

d2Dqe(q)

Cont(w; q; d)

where wgt is a parameter with a negative value
(since the contribution of extracted words are also
negative). Finally, all extracted words and their
scores are added to the original query. If any of
the extracted words occur in the original query,
that word is not added to the new query. Words

with negative scores are also excluded from the ex-
panded query.

4 Experiments

In this section, we will describe the experiments
made to evaluate our query expansion method.

4.1 Preliminary Experiments

From the observation of word contribution data,
we discovered that words which occur as a re-
sult of morphological analysis errors often have a
highly negative contribution. Such \words" include
terms with numbers, parantheses, or other punc-
tuation marks. Examples of some of these data
are: [propose, 0.1p, ID=JPRS-JST-003C-18A, etc.
These meaningless words must be deleted from the
frequency tables of the documents in order to make
an e�ective retrieval and query expansion.
Based on an empirical theory that these words

do not occur frequently, words which occur less
than a minimal number in all of the documents
were excluded when calculating similarities. As a
preliminary experiment, we set several minimal oc-
curence thresholds, and made an evaluation of the
text retrieval based on each threshold, by executing
a search on TREC-6 data (Topics 301-350). The
average precision, R-precision, and the number of
retrieved relevant documents for each threshold are
shown in Table 2.

Table 2: Retrieval results for baseline search on
TREC-6 data

min Avg Prec R-Prec Rel-ret

0 0.0388 0.0730 425
1 0.0418 0.0752 425
2 0.0423 0.0747 429
4 0.0394 0.0746 439
8 0.0439 0.0781 471
16 0.0442 0.0772 488
24 0.0452 0.0832 502
32 0.0435 0.0815 530
48 0.0449 0.0825 573
64 0.0459 0.0818 599

As apparent from the results in Table 2, there
was not much di�erence between the results of
these experiments. Therefore, considering the rea-
sonability of threshold values, we decided to set



the minimum threshold to 16 and 32 for our fol-
lowing experiments. Therefore, the results for
min = 16; 32 are used as the baseline for our evalu-
ations on TREC-6 data. The baseline for TREC-7,
i.e., TREC-7 retrievals when min = 16 and 32, are
shown in Table 3.

Table 3: Retrieval results for baseline search on
TREC-7 data

min Avg Prec R-Prec Rel-ret
16 0.0442 0.0660 448
32 0.0435 0.0680 470

4.2 Query Expansion with Rele-
vance Feedback

In order to examine the e�ectiveness of our query
expansion method, we �rst made query expansion
based on relevance feedback.
As described in previous sections, there are 4 pa-

rameters for our query expansion method: the min-
imum word occurence threshold (min), the num-
ber of documents for query expansion (Num), the
number of words extracted from each document
(N ), and the weight applied to each extracted word
and its contribution (wgt). For the description of
the experiment results, we will use the following
format:

rel.min.Num.N.wgt

For example, if min = 16, Num = 10, N = 10,
and wgt = �50, the run for such conditions will be
written as \rel.16.10.10.50".
The document set from which words for query

expansion are extracted from is selected based on
the results of the baseline search. Of all relevant
documents for each query, the top Num ranked
documents were extracted. If there were less than
Num relevant documents for a query, then all rele-
vant documents were included in the document set.
These experiments were made on TREC-6 and

TREC-7 data. Results on TREC-6 data are de-
scribed in Table 4.
As apparent from these results, we have achieved

a signi�cant improvement in both precision and re-
call compared to the baseline results. The in
uence
of wgt was rather clear: the recall increases and the
precision decreases as the absolute value of wgt in-
creases.

Table 4: Retrieval results for query expansion with
relevance feedback on TREC-6 data

Condition Avg Prec R-Prec Rel-ret
rel.16.10.10.20 0.0877 0.1484 795
rel.16.10.10.50 0.0818 0.1414 954
rel.32.10.10.20 0.0932 0.1493 866
rel.32.10.10.50 0.0839 0.1422 992

For further analysis, the precision-recall curve-
line for the baseline and the query expansion results
are presented in Figures 3 and 4.
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Figure 3: Precision-recall curveline for TREC-6
data (min = 16)

The results illustrated in these Figures also prove
the e�ectiveness of our query expansion method.
Next, we will present the results of this experi-

ment made on TREC-7 data. The average preci-
sion, R-precision, and number of retrieved relevant
documents are shown in Table 5.

Table 5: Retrieval results for query expansion with
relevance feedback on TREC-7 data

Condition Avg Prec R-Prec Rel-ret
rel.16.10.10.20 0.0541 0.1134 652
rel.16.10.10.50 0.0551 0.1171 848
rel.32.10.10.20 0.0510 0.1154 740
rel.32.10.10.50 0.0513 0.1140 902

These results also show an improvement from the
baseline retrieval, but the improvement is not as
high as TREC-6 experiments. We will also present
the precision-recall curveline for TREC-7 in Fig-
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Figure 4: Precision-recall curveline for TREC-6
data (min = 32)

ures 5 and 6.
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Figure 5: Precision-recall curveline for TREC-7
data (min = 16)

Observations from these Figures also show the
lack of improvement compared to TREC-6 experi-
ments. The most notable characteristic of TREC-7
results are the drastic descent of precision as the re-
call increases. Furthermore, the infuence of wgt is
di�erent from the results of TREC-6 experiments.
As clear from Table 5, the increase of the absolute
value of wgt results in the improvement of both the
recall and precision.

However, overall results of the experiments de-
scribed in this section proved the e�ectiveness of
the query expansion method based on word contri-
bution with relevance feedback.
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Figure 6: Precision-recall curveline for TREC-7
data (min = 32)

4.3 Query Expansion with Pseudo
Feedback

Since the relevance of documents to a query is un-
known in practical use of text retrieval systems, it
is essential to develop an e�ective algorithm of re-
trieval without using relevance feedback informa-
tion. Therefore, many systems using the idea of
a pseudo feedback, i.e., selecting the top ranked
documents from the pilot search as the document
set used for query expansion, have been presented
in recent years [2][3]. We have made experiments
to apply pseudo feedback to our query expansion
method. We will describe these experiments in this
section.

The di�erence between the query expansion
method described in the previous section based
on relevance feedback and the query expansion
method for this experiment is the extraction of the
Num documents used for word extraction. In this
experiment, we extracted the top Num documents
of the baseline search as the set of documents used
for query expansion, regardless of their actual rel-
evance to the query.

We will use a format similar to the format used
in the previous section for the expression of exper-
iment conditions:

pse.min.Num.N.wgt

Similar to the previous section, we made exper-
iments on both TREC-6 and TREC-7 data. De-
tailed experiments were made on TREC-6 data for
analysis of the e�ects of various parameters, and
a few experiments were made on TREC-7 data to



con�rm results. In Table 6, the results for all ex-
periments on TREC-6 data are shown.

Table 6: Retrieval results for query expansion with
pseudo feedback on TREC-6 data

Condition Avg Prec R-Prec Rel-ret
pse.16.10.10.20 0.0161 0.0387 416
pse.16.10.10.50 0.0137 0.0300 519
pse.16.10.10.100 0.0121 0.0232 518
pse.16.10.20.50 0.0140 0.0310 524
pse.32.5.10.20 0.0253 0.0543 445
pse.32.5.10.50 0.0142 0.0314 467
pse.32.10.5.20 0.0191 0.0191 468
pse.32.10.10.20 0.0198 0.0402 482
pse.32.10.10.50 0.0150 0.0280 547
pse.32.10.10.100 0.0131 0.0246 533
pse.32.10.20.50 0.0154 0.0280 558

As obvious from these results, our query expan-
sion method did not improve the retrieval com-
pared to the baseline search. The fact that the ex-
periments with relatively high results used queries
in which the expanded words had little in
uence,
also back up the failure of our query expansion.

We will also present the results for the pseudo
feedback experiment on TREC-7 data on Table 7.
The conditions which had relatively good results
from the experiments on TREC-6 data were se-
lected for these experiments.

Table 7: Retrieval results for query expansion with
pseudo feedback on TREC-7 data

Condition Avg Prec R-Prec Rel-ret
pse.16.10.10.20 0.0125 0.0373 503
pse.16.10.10.50 0.0104 0.0285 594
pse.16.10.10.100 0.0085 0.0216 583
pse.32.10.10.20 0.0153 0.0387 536
pse.32.10.10.50 0.0101 0.0265 570
pse.32.10.10.100 0.0085 0.0216 583

As apparent from the data on Table 7, the results
for experiments on TREC-7 were no better than
those for the TREC-6 experiments. From these
results, we presume that there are problems in our
query expansion method using pseudo feedback.

5 Discussion

In this section, we will discuss the results of our
evaluation experiments, and investigate the causes
for the failure of our query expansion method.

5.1 Analysis of query expansion
with relevance feedback

Although we have achieved signi�cant improve-
ment on our query expansion experiment using
relevance feedback, consideration is necessary for
improvement. As observed from the precision-
recall curves illustrated in Figures 3-6, the preci-
sion of the retrieval descends rapidly as the recall
increases. We examined the word contribution data
used for query expansion in these experiments to
investigate the cause of this phenomenon.
In Section 3, we explained that there are only a

small number of words which have highly negative
contribution. Further analysis of word contribution
to the similarity between queries and relevant doc-
uments showed that, in many cases, there are 1 or
2 words per query-document set that have an ex-
tremely high absolute value of word contribution.
An example of such data is illustrated in Figure 7.
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Figure 7: Word contribution between Topic 301
and FBIS3-10397

Since the values of wgt in our experiments were
set so that the weight of extracted words would not
be extremely higher than the frequencies of words
in the original query, there is a strong possibility
that the words other than the words with extremely
high contribution did not apply su�cient in
uence
on the expanded query.
For the investigation of this hypothesis, we ran

query expansion experiments with wgt = 1200, so
that the other words will have similar weights as



the original frequency table. The results are shown
in Table 8.

Table 8: Retrieval results for query expansion with
relevance feedback (wgt = 1200)

Condition Avg Prec R-Prec Rel-ret

(TREC-6)

rel.16.10.10.1200 0.0916 0.1454 1309

(TREC-7)

rel.16.10.10.1200 0.0688 0.1390 1336

From the comparison of these results and the re-
sults presented in Section 4, it is clear that the
drastic increasement of wgt has improved both the
recall and precision of the retrieval. For compar-
ison, we present the precision-recall curveline for
the retrieval on TREC-7 data with wgt as 20 and
1200. This is illustrated in Figure 8.
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Figure 8: Precision-recall curveline for TREC-7
data (wgt = 20;1200)

As observed from Figure 8, the precision at
low recall of rel.16.10.10.1200 is not as good
as rel.16.10.10.20. However, the precision of
rel.16.10.10.1200 at higher recall is constantly
higher than that of rel.16.10.10.20. From these re-
sults, we presume that the words with extremely
high negative contribution are e�ective for retriev-
ing documents at a low recall, while the other
words extracted for query expansion are e�ective
for retrieving a wide range of relevant documents.
Therefore, it is necessary to merge these weights
e�ectively in order to apply the characteristics of
each set of words. A reduction or normalization
of the extremely high contribution values, such
as adapting a logarithm to the word contribution

value, may be e�ective. We have yet to evaluate
such methods.

5.2 Analysis on query expansion
with pseudo feedback

One obvious cause of the failure of our query expan-
sion method with pseudo feedback is the poor preci-
sion of the baseline search. Experiments were made
on the TREC-6 data with the parameter Num set
at 5, 10, and 20. The precision of the baseline re-
trievals at documents 5, 10, and 20 are shown in
Table 9.

Table 9: Precision at 5,10,20 documents for base-
line searches

TREC-6 TREC-7
min=16 min=32 min=16 min=32

@ 5 0.1520 0.1560 0.1680 0.1480
@ 10 0.1480 0.1520 0.1520 0.1520
@ 20 0.1170 0.1160 0.1320 0.1200

As apparent from these results, 83%-88% of the
documents used for query expansion were actually
irrelevant to the query. This should have a negative
e�ect on the results of query expansion.
In order to examine the e�ects of a poor baseline

search, we simulated the TF�IDF based retrieval
algorithm and the Rocchio feedback based query
expansion method applied in the SMART system at
TREC-7[3]. The Rocchio weights were calculated
by the following formula:

~Qnew = �� ~Qorg+��
1

R

X
D2Rel

~D�
�
1

N

X
D 62Rel

~D

where � = 3, � = 2, 
 = 2, and 20 new terms with
the highest Rocchio weights for each query were
added to the original query. These parameter val-
ues were set as the values presented in the SMART
paper by AT&T on TREC-7. However, SMART
also added 5 new phrases in this process. Since we
do not have any indexing methods especially tuned
for phrases, this function was not applied in our
simulation.
The average precision, R-precision and num-

ber of retrieved relevant documents by the base-
line search of SMART and the Rocchio feedback
based query expansion are shown in Table 10, and
the precision-recall curveline for these SMART re-
trievals are illustrated in Figure 9.



Table 10: Retrieval results for query expansion
with pseudo feedback on TREC-7 data

Condition Avg Prec R-Prec Rel-ret
Baseline 0.1433 0.1848 1887
Rocchio 0.1348 0.1691 1392
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Figure 9: Precision-recall curveline for SMART al-
gorithm

As apparent from Table 10, the result of the
search by the SMART algorithm was good, but it is
not as good as the results presented in the TREC-7
papers (AT&T's average precision was 0.2290.).
Furthermore, the results from Table 10 and Fig-

ure 9 show that the Rocchio feedback based query
expansion could not exceed the baseline retrieval,
which was similar to the case in our experiments.
These results prove that a poor baseline retrieval
has a negative impact on the results of query ex-
pansion, even when applying an established query
expansion algorithm. Therefore, the lack of preci-
sion of the baseline search can be considered as a
cause of our poor results.
However, further analysis on our data showed

that queries with many relevant documents in-
cluded in the document set for query expansion
also had poor results after expanding the query.
Table 11 is a list of topics of which the precision of
the baseline retrieval at 10 documents were higher
than or equal to 0.60, and the average precision
of the baseline (min = 16) and query expansion
(qe.16.10.10.50).
As obvious from these results, the high ratio of

relevant documents included in the document set
for query expansion did not improve the results of
query expansion.

Table 11: Retrieval results for topics with high pre-
cision at 10 documents

Topic Prec @ 10 Baseline qe.16.10.10.50
302 0.90 0.2113 0.1286
314 0.70 0.2074 0.0468
353 0.60 0.0778 0.0823
357 0.80 0.1054 0.0361
368 0.60 0.0752 0.0508
398 1.00 0.1482 0.0095

The main idea behind our query expansion
method may be an explanation of this result. As
described in Section 3, the extraction of words
with highly negative contribution was based on
the hypothesis that such words are discriminant
of the concerned document. If these words were
extracted from documents which were not relevant
to the original query, the expanded query will con-
tain highly discriminant words of non-relevant doc-
uments. It is quite obvious that such query expan-
sion will decrease the precision of retrieval.

Another cause may be the weighting problems
which were pointed out in the previous analysis on
relevance feedback experiments. In many cases, 1
or 2 extracted words have an extremely high weight
after query expansion, as previously explained.
This means that the discriminant words extracted
from non-relevant documents will be extremely
high weighted after query expansion. Therefore,
the mere existence of non-relevant documents in
the document set for query expansion can make a
large negative in
uence on the �nal retrieval re-
sults.

However, it is di�cult to make a strict failure
analysis on the query expansion method if the in-
dexing is erroneous. We suspect that this is the
main cause of our poor results, since the text re-
trieval algorithm of SMART also did not achieve
satisfying results with our frequency tables. Bugs
on our dictionary are especially crucial with our
current method, since words extracted for query
expansion are observed to be words with relatively
low term and document frequency, which may re-
sult from such bugs. Considering the fact that the
contributions of the extracted words seem to be
sensitive to the scarcity of the word, we believe
that the improvement of our morphological analy-
sis program is essential for strict evaluation.



6 Conclusion

In this paper, we have proposed a novel query ex-
pansion method based on word contribution, which
is a measure of the in
uence of a word to query-
document similarity. Through the analysis of word
contribution on queries and relevant documents,
we set a hypothesis that words with highly nega-
tive contribution are words which discriminate rel-
evant documents from other documents in the data
collection. Based on this hypothesis, we devel-
oped a query expansion method which adds such
words and their weighted contribution to the orig-
inal query.

First, we evaluated our query expansion by ex-
periments using relevance feedback information.
Results from these experiments proved the e�ec-
tiveness of our proposed method. Second, we made
evaluation experiments based on pseudo feedback.
The results from these experiments were dissatisfy-
ing. Through the analysis of our results, we came to
the conclusion that an improvement on the weight-
ing of extracted words was necessary.

However, simulation of an established query ex-
pansion method on our data showed that an im-
provement on the indexing process, or, in other
words, the dictionary used for our morphological
analysis program was also necessary for the im-
provement of our results. We believe improvement
of the morphological analysis program (or the ap-
plication of a common-used program) is indispens-
able for future development.

One of our future studies will be the improve-
ment of the weighting formula for extracted words.
We consider it necessary to develop a new weighting
method to cope with the words with extremely high
contribution values. We also want to examine the
word contribution of query-document similarity of
non-relevant documents, which we have not made
detailed analysis yet. Analysis on non-relevant doc-
uments should be helpful in our relevance feedback
method.
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