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Abstract  Techniques for query expansion from top
retrieved documents have been recently used by many
groups at TREC, often on a purely empirical ground. In
this paper we present a novel method for ranking and
weighting expansion terms. The method is based on the
concept of relative entropy, or Kullback-Lieber distance,
developed in Information Theory, from which we derive
a computationally simple and theoretically justified
formula to assign scores to candidate expansion terms.
This method has been incorporated into a comprehensive
prototype ranking system, tested in the ad hoc track of
TREC-7. The system’s overall performance was
comparable to median performance of TREC-7
participants, wich is quite good considering that we are
new to TREC and that we used unsophisticated indexing
and weighting techniques. More focused experiments
showed that the use of an information-theoretic
component for query expansion significantly improved
mean retrieval effectiveness over unexpanded query,
yielding performance gains as high as 14% (for non
interpolated average precision), while a per-query
analysis suggested that queries that are neither too
difficult nor too easy can be more easily improved upon.


1. Introduction


Automatic query expansion from top retrieved documents
is a well known retrieval strategy with clear potentials
for addressing both thoretical limitations of information
retrieval systems, such as the incapability of recovering
from word mismatch between queries and documents, and
practical deficiencies related to their usage in operational
environments, such as the paucity of user-supplied query
terms. While these potentials did not, historically, turn
into actual better retrieval performance, due to losses in
precision being higher than gains in recall, this is not
the case in the TREC environment. The combination of
better initial retrieval and the collection characteristics of
TREC (longer and more numerous relevant documents
than in the small test collections) makes this approach
very successful (Buckley et al., 1995). According to
Donna Harman (Harman, 1998), “by TREC-6 almost all
groups were using variations on expanding queries using


information from the top retrieved documents (pseudo-
relevance feedback)”.


The growing interest in this technique calls for a better
understanding of its foundations and a more careful
evaluation of its experimental design choices. The
primary concern here is to develop well founded
methodologies for ranking and weighing expansion
terms, because most of the approaches that have been
proposed leave something to be desired in terms of
theoretical justification. Complementary, as virtually
any proposed approach to query expansion relies on a
number of parameters, it is important to study which
factors are critical for good overall performance. Donna
Harman (Harman 98), for instance, pointed out that, in
the context of TREC, while there is general system
convergence on some of the many parameters of query
expansion needed for success, these still need to be tested
by systems adopting these techniques.


Our participation in TREC-7, in the Ad-hoc track, was
motivated by a desire to contribute to explore these
issues. In particular, we were primarily  interested in
evaluating the retrieval effectiveness of a novel
framework for query expansion based on ideas from
Information Theory (Cover and Thomas, 1991).
Additionally, we were concerned with evaluating the
effectiveness of query expansion from top retrieved
documents as the difficulty of the query varies.


2. Using information-theoretic “relative
entropy” to select expansion terms


In order to discriminate between good expansion terms
and poor expansion term it is convenient  to assume that
the differences between the distribution of terms in the
overall document collection and the distribution of the
same terms in a set of relevant documents are related to
semantic factors. More precisely, we expect that good
terms will occur with a higher frequency in relevant
documents than in the whole collection, and poor terms
will occur with the same frequency  (randomly)  in both.


To implement the view that the difference in the
distribution of terms will reveal their likely relevance, we







need well founded and practical ways of comparing
different distributions and assigning scores to terms based
on such a comparison. Our approach is based on the
relative entropy, or Kullback-Leibler distance (KD),
between two distributions A and B. The relative entropy
is customarily used to measure the extent of the error that
we make by using A as a substitute for B. In our
application we do not have a right distribution to
approximate, thus it is more suitable to consider the sum
of the difference between A and B and the difference
between B and A. In the query expansion setting, the
definition of this derived, symmetric distance becomes:


Let C be the set of all documents in the collection
Let V be the vocabulary of all the terms.
Let  t ∈ V be a word.
Let R be the set of top retrieved documents relative to a
query.
Let v(R) be the vocabulary of all the terms in R.
Let pC(t) be the probability of t ∈ V estimated using the


whole collection. Let DC be the corresponding


distribution.
Let pR(t) be the probability of t estimated from the


corpus R. Let DR be the corresponding distribution.


TheKullback-Leibler distance between the two
distributions DC and DR is given by:


KD(D ,D ) p (t) p (t) log
p (t)
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The words to be considered for query refinement are those
that mostly contribute to KD. In order to take into
account the fact that it is possible that v(R) ⊂  V, a
default probability is assumed for pR(t) when t does not


appear in v(R), leading to the following definition:
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where f(t) is the frequency of t in R and NR is the
number of terms in R. This scheme, in principle, better
handles the sparse data problem when R is not
sufficiently large.
Since:
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the following relation must hold:
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we may impose that selected terms for query refinement
should respect the condition:
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In other words, condition (2) states that the contribution
of any selected term to KD should be greater than the
contribution of every term not in v(R). As the left-hand
side grows with γ while the right-hand side decreases
with γ, it is always possible to find a value of γ > 0
such that the selected terms for query refinement do not
contain any element not in v(S). This finding does not
solve the parameter estimation problem but it supports
using v(S) as an approximation of the set of candidate
expansion terms. As γ does not influence the ranking of
t ∈ v(R), the following score can be used for ranking:
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(3)


with the first terms selected for query expansion. The
same score can also be used for weighting the selected
terms in the expanded query, in which case the result
depends on the chosen value of γ.
For actual use in a retrieval system, a number of
parameters must be chosen. This aspect is dealt with in
the next section.


3. Description of our complete ranking
methodology


1. Text segmentation. Our system first identified the







individual terms occurring in a text collection, ignoring
punctuation and case.


2. Word stemming. To extract word-stem forms, we used
a very large trie-structured morphological lexicon for
English (Karp et al, 1992), that contains the standard
inflections for nouns (singular, plural, singular genitive,
plural genitive), verbs (infinitive, third person singular,
past tense, past participle, progressive form), adjectives
(base, comparative, superlative).


3. Stop wording. We used a stop list, contained in the
CACM dataset, to delete from the texts common function
(root) words. In addition, we removed the terms that
appeared in more than 100,000 and less than 3
documents.


4. Document weighting. We assigned weights to the


terms in each document by the classical tf.idf scheme.


5.Weighting of unexpanded query: To weigh terms in


unexpanded query we used the function (log tf).idf, where
tf is the term frequency in the query and idf is the inverse
document frequency.


6. Document ranking with unexpanded query: We
computed an intermediate (or primary) document ranking
by taking the inner product (with cosine normalization)
between the document vectors and the unexpanded query
vector.


   7.        Expansion       term       ranking   : We used as set of candidate
expansion terms the complete text of the first R retrieved
documents. The candidates were ranked by using
expression (3) with γ=1, which amounts to restricting
the candidate set to the terms contained in R, and then the
first E of them were chosen. To estimate pC(t), we used


the ratio between the frequency of t in C and the number
of terms in C, analogously to pR(t); in order to estimate


pR(t) for the case when t ∈ v(R), we used a more


sophisticated function than f(t)/NR, taking also into
account the likely degree of relevance of the documents
retrieved in the initial run:
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The argument made in Section 2 holds also for this new
estimation function. It is also worth noting that the
system selects only those terms with a higher estimated
probability in the first retrieved documents than in the
entire collection (i.e., such that the first factor in
expression (3) is greater than zero); in fact, in our
experiments the top terms always met this condition.


   8.         Weighting       of        expanded        query   . Expressed in vector
space notation, Qexp = Qunexp + Smooth-Fn (Texp),


where Texp contains the expansion terms weighted with


their normalised σ-score, and Smooth-Fn is a smoothing
function. The normalization was performed by dividing
each score by the maximum score; the use of a
smoothing function was due to the presence of a large
fraction of suggested terms with very low scores. The
unexpanded query was also normalized by the maximum
possible weight.


9. Document ranking with expanded query: The final
document ranking was computed by taking the inner
product (with cosine normalization) between the
document vectors and the expanded query vector.


The choice of the three parameters involved in our
expansion method (number of pseudo relevant documents
R, number of expansion terms E, and smoothing
function Smooth-Fn) was based on earlier results
obtained in past TREC conferences and on some
preliminary experiments that we performed on the
TREC-6 data. We selected two parameter combinations,
(R=5, E=30, K=power 0.75) and (D=5, E=60, K=power
0.5), and computed the two corresponding document
rankings (submitted as run “fub98a” and run “fub98b”,
respectively).


4. Computational efficiency


The whole system was implemented in Common Lisp
and runs on a SUN-Ultra workstation. The time taken to
index the whole collection (several hours) and to
compute the primary ranking for each query (several
seconds) was relatively large because I/O procedures were
not optimized. Nonetheless, the time necessary to
perform solely query expansion was negligible. As the
collection frequencies were stored in the inverted file
built from the set of documents, the computation of
pC(t) was straightforward; to find pR(t), through


expression (4), it was faster to perform one pass through
the first retrieved documents. In fact, information-
theoretic query expansion is practical even for interactive
applications, provided that it is used in conjunction with
an efficient ranking system.


5. Performance of expanded query versus
unexpanded query


As our main goal was to evaluate the effectiveness of the
information-theoretic expansion stage, we compared the
performance of document ranking with unexpanded query







with that of the two document rankings with expanded
query. The results are shown in Figure 1 and Table 1,


using the standard TREC performance evaluation
measures.
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Figure 1. Comparative performance of ranking with and without query expansion (interpolated recall-precision curve).


It turned out that the two rankings with expanded query
achieved very similar retrieval effectiveness, and that
both of them had better performance than ranking
without expansion at almost all evaluation points, with
one main exception at recall=0 in the interpolated recall-
precision curve. In particular, when passing from
unexpanded query to expanded-query-(a), the overall
number of relevant retrieved documents increased by
11.92%, average precision by 14.46%, and R-precision
by 8.62%. The performance improvement was therefore
apparently consistent in all of these tasks; in fact, the
benefit of our expansion scheme was statistically
significant in all of these measures.


It is also useful to compare the overall performance of
our system with that of the other official runs in the Ad-
hoc category. For instance, with respect to the the total


number of retrieved relevant documents, our run (fub98a)
achieved better than median performance for 17 topics,
median performance for 4 topics, and worse than median
performance for 29 topics. For the other evaluation
measures, the behavior was similar. The overall
performance of our system was therefore relatively good
on average, especially considering that we are new to
TREC, but it was definetely inferior to that of the best
TREC systems. This implies that the utilization of the
query expansion mechanism, while resulting in a marked
improvement over ranking with unexpanded query, was
not sufficient alone to compensate for the limited
effectiveness of the primary ranking scheme.


In fact, it is the combination of several ingredients that
makes systems successful at TREC. The current version
of our system performs very conservative stemming,







only uses single word index terms, and employs an
unsophisticated document weighting function. By
contrast, the most successful TREC systems (e.g.,
Hawking et al., 1998; Walker et al, 1998) adopt specific
document weighting functions that have evolved over the
years and best reflect the characteristics of the collection,
such as the the Cornell variant of the OKAPI BM25
weighting function (Singhal et al., 1995), and
customarily perform some kind of linguistic analysis
during the indexing stage to better handle ambiguous or
misleading words in the topic formulation, for instance
through the extraction of multiple-word concepts. High
overall performance is thus the compound effect of many
critical choices.


Table 1. Comparative performance of ranking with and
without query expansion (single-value evaluation
measures).


unexepanded
query


expanded
query(a)


expanded
query(b)


Retrieved  and
Relevant


 1928 2158 2155


Average Prec. 0.1231 0.1409 0.1390
R-Prec 0.1694 0.1840 0.1818
Prec. at 5 0.3880 0.3840 0.3840
Prec. at 10 0.3380 0.3400 0.3400
Prec. at 15 0.3053 0.3187 0.3067
Prec. at 20 0.2830 0.2940 0.2830
Prec. at 30 0.2373 0.2573 0.2473
Prec. at 100 0.1404 0.1450 0.1416
Prec. at 200 0.0977 0.1064 0.1055
Prec. at 500 0.0594 0.0664 0.0656
Prec. at 1000 0.0386 0.0432 0.0431


6. Performance of query expansion versus
query difficulty


The results shown in Table 1 were averaged over the set
of queries. It is clear that any query expansion method of
this kind may behave very differently depending on the
quality of the initial retrieval run. In particular, one
might expect that query expansion will work well if the
top retrieved documents are good and that it will perform
badly if they are poor. For instance, we show in Figure
2 the very good expansion terms obtained for query 364,
which had mostly relevant top retrieved documents. By
contrast, we show in Figure 3 the poor expansion terms
generated for query 364, which had some misleading top
retrieved documents concerning “Euro Disney”. In the
former case the good original performance further


improved as a consequence of query expansion, while for
the latter query the bad performance of unexpanded query
further decreased after query expansion.
To test the hypothesis mentioned above, we studied how
the retrieval effectiveness varies as the difficulty of a
query changes, where the latter was characterized by the
average precision of the initial run relative to the given
query (the lower the average precision, the greater the
difficulty). The results are shown in Figure 4. Each
circle represents one of the 50 queries;  if the circle is
above (below) the bisecting line, then the performance
increased (decreased) when we passed from unexpanded to
expanded query. The query difficulty decreases as we
move away from the origin.


<num> Number: 364


<title> rabies


<desc> Description: Identify documents discussing
cases where rabies have been confirmed and what, if
anything, is  being done about it.


<narr> Narrative: A relevant document identifies
confirmed cases of rabies and may contain actions
taken to correct  the problem.


Unexpanded
Query


Expanded Query


1 1.000 RABIES 1.788 RABIES
2 0.311 CONFIRMED 0.326 ANIMAL
3 0.268 IDENTIFY 0.313 VACCINE
4 0.251 DOCUMENT 0.311 CONFIRMED
5 0.170 RELEVANT 0.268 IDENTIFY
6 0.165 CORRECT 0.251 DOCUMENT
7 0.113 DISCUSS 0.215 VACCINATION
8 0.091 ACTION 0.185 HUBERT
9 0.082 PROBLEM 0.182 NASPHV
10 0.178 VETERINARIAN
11 0.170 RELEVANT
12 0.165 CORRECT
13 0.136 RESTRICTION
14 0.130 VETERINARY
15 0.113 DISCUSS
16 0.102 APHIS
17 0.100 NONVETERINARIANS
18 0.097 VACCINATE
19 0.097 SAINT
20 0.095 ST
21 0.094 TAILLE
22 0.091 ACTION
23 0.082 PROBLEM
24 0.075 STOLE
25 0.075 BITE
26 0.069 REVACCINATION
27 0.066 POST-EXPOSURE
28 0.066 CENTURY
29 0.064 DISTRIBUTE
30 0.063 PILGRIMAGE


Figure 2. Unexpanded and expanded weighted terms for
TREC7 query 364







<num> Number: 378


<title> euro opposition


<desc> Description:  Identify documents that discuss
opposition to the introduction of the euro, the European
currency.


<narr> Narrative:  A relevant document should include
the countries or individuals who oppose the use of the
euro and the reason(s) for their opposition to its use.


Unexpanded
Query


Expanded Query


1 1.000 EURO 1.625 EURO
2 0.536 OPPOSITION 0.536 OPPOSITION
3 0.380 DOCUMENT 0.380 DOCUMENT
4 0.263 INTRODUCTION 0.298 DISNEY
5 0.257 RELEVANT 0.263 INTRODUCTION
6 0.223 CURRENCY 0.257 RELEVANT
7 0.219 OPPOSE 0.223 CURRENCY
8 0.203 IDENTIFY 0.219 OPPOSE
9 0.174 INDIVIDUAL 0.203 IDENTIFY
10 0.171 DISCUSS 0.189 ENGINE
11 0.159 REASON 0.174 INDIVIDUAL
12 0.153 EUROPEAN 0.171 DISCUSS
13 0.165 TRUCK
14 0.159 REASON
15 0.158 GRAM
16 0.153 EUROPEAN
17 0.140 STANDARD
18 0.127 II
19 0.126 ARMSTRONG
20 0.121 IVECO-FORD
21 0.105 EXHAUST
22 0.100 PARTICULATES
23 0.095 VISITOR
24 0.090 ATTENDANCE
25 0.081 EU
26 0.075 INJECTOR
27 0.074 PARIS
28 0.074 HALVE
29 0.073 LIKELY
30 0.072 FUEL


Figure 3. Unexpanded and expanded weighted terms for
TREC7 query 378


These results are somewhat unexpected, because no clear
pattern seems to emerge. The performance improvement
does not monotonically grow with easiness of query;
indeed, if we split the X axis in intervals and compute
the average performance of the queries within each
interval, then it is easy to see that performance variation
is initially negative, as expected, and then it starts
climbing until it reaches a maximum (initial precision
of 20-30%), after which it declines and may drop again
below zero. In fact, our experiment supports the view
that queries with low precision do not carry useful


information for improvement, while queries with high
initial precision can be hardly further improved upon; as
an indication to achieve further mean improvement, one
might develop selective policies for query expansion that
focus on queries that are neither too difficult nor too
easy.
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Figure 4. Improvement versus initial query difficulty


7. Current work


We are currently re-implementing the whole indexing
stage, which was specifically designed to our own
weighting method, to test alternative methods to score
documents and queries. In addition, we are
experimentally studying the effect that the three main
parameters involved in query expansion – namely, how
many top documents to use for mining terms, how
many terms to select, and how to weight those terms –
have on retrieval performance, considering their possible
interactions. Finally, as several other researchers have
recently reported significant improvement of performance
retrieval due to the use of automatic query expansion
techniques, especially for the TREC collection, it has
become important to evaluate and contrast competing
approaches on a more systematic basis. A first step into
this somewhat overlooked direction has already been
taken elsewhere (Carpineto et al., submitted).
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