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Abstract

This report presents our solution for the Ad-
hoc Video Search (AVS) task of TRECVID
2024. Based on our baseline AVS model in
TRECVID 2023, we further improve the search-
ing performance by integrating multiple visual-
embedding models, performing video caption-
ing to be used for topic-to-caption searches, and
applying a re-ranking strategy for top candidate
search selection. Our submissions from our im-
proved AVS model rank the 3rd in TRECVID
AVS 2024 on mean average precision (mAP) in
the main task, achieving the best run of 36.8.

1 Introduction

Ad-hoc Video Search (AVS) is a challenging vision-
language task, which aims to model the end user
video search use case, who is looking for segments
of video containing people, objects, activities, loca-
tions, etc., and combinations of the former (Awad
et al., 2023).

In this year’s task, there are 20 text queries, each
of which can return up to 1000 shot IDs. The
retrieval dataset is V3C2 (Rossetto et al., 2019),
which includes 9760 videos with a total duration
of 1300 hours. The mainstream solutions for the
AVS task usually rely on image-text embeding mod-
els (Zhang et al., 2021; Radford et al., 2021). For
example, He et al. (2023) ensemble multiple em-
bedding models, achieving promising results on the
AVS task. This demonstrates the powerful visual
and textual understanding capabilities of image-
text models can be effectively transferred to video
tasks.

Hence, we consider fusing multiple image-text
embedding models to obtain preliminary result on
Ad-hoc Video Search. Specifically, we fuse CLIP
(Radford et al., 2021), BLIP(Li et al., 2022), and
their variants, Align (Jia et al., 2021), Flava (Singh
et al., 2022), and InternVideo2 (Wang et al., 2024)
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as basic video search models. In addition, we use
video captioning models to generate video captions
for the dataset to achieve text-to-text retrieval. Fi-
nally, we generate 1,500 candidate videos for each
query and select the best 1,000 using a re-ranking
method. With the above components, our system
ranks the 3rd place in TRECVID AVS 2024.

2 Related Work

Recent years, more and more people have used pre-
trained models, allowing retrieval systems to uti-
lize a large amount of multi-modal training data to
achieve better results on zero-shot text-to-video re-
trieval (Liu et al., 2019; Miech et al., 2018; Gabeur
et al., 2020; Croitoru et al., 2021). Particular at-
tention has been paid to basic models (e.g., CLIP
(Radford et al., 2021), BLIP (Li et al., 2022)) which
learned from large numbers of weakly aligned
image-text pairs. They can use the most scalable
pre-training data, and these models perform well
on a range of vision and language tasks.

Sun et al. (Sun et al., 2023) proposed EVAClip,
which incorporates new techniques for represen-
tation learning, optimization, and augmentation,
achieving superior performance than CLIP at signif-
icantly reduced training costs. Wang et al. (Wang
et al., 2023) proposed a video-text representation
learning model ViClip based on ViT-L, which
learns on InternVid via contrastive learning. BLIP2
(Li et al., 2023) outperforms BLIP in retrieval per-
formance on both COCO and Flickr30K by boot-
strapping visual language pre-training strategies
from off-the-shelf frozen pre-trained image en-
coders and frozen large-scale language models. Jia
(Jia et al., 2021) et al. proposed Align to jointly
learn visual and language representations on a pri-
vate data set including 1.8B text-image pairs. Wang
et al. (Wang et al., 2024) proposed InternVideo2,
which achieves SOTA in video retrieval on the
MSRVTT dataset via a progressive training method
and a new form of dataset. Therefore, we integrate



the above pre-trained models as the backbone re-
trieval model of our system.

3 Method

As illustrated in Fig. 1, our AVS system mainly
consists of three components: the Captioning Mod-
ule, the Retrieval Module, and the Candidate Re-
ranking Module. The Captioning Module gener-
ates descriptions for given video dataset. The Re-
trieval Module forms preliminary retrieval result
through image-to-text retrieval and text-to-text re-
trieval. The Candidate Re-ranking Module assigns
a quality score for each candidate video generated
by our system. Our system generates multiple
candidate videos by the Retrieval Module. This
process integrates two branches: directly compar-
ing the video and query embedding and first using
the Captioning Module to generate caption for the
video then comparing the video caption and query
embedding. With our Re-ranking Module, we then
evaluate the quality of each candidate video and
select the best 1000 as the final result.

3.1 Captioning Module

According to the retrieval video dataset, we use
BLIP2(Li et al., 2022) to generate short video cap-
tions for each video, waiting for similarity match-
ing with the query embeddings, which will be de-
scribed in detail in Section 3.2. The purpose of
this operation is to generate text-to-text retrieval,
effectively converting cross-modal tasks into com-
parisons within the text modality. Fig. 2 shows two
AVS queries in 2023 and the caption examples of
the corresponding top 3 offical retrieval results. It
can be seen that the generated captioning matches
the query well. And experiments show that the
retrieval result of this branch perform better than
text-to-video retrieval on some queries. Through
the Captioning Module, we obtained 3 lists of sim-
ilarity scores.

3.2 Retrieval Module

In the following section, we describe the details
of the embedding models used to construct the
Retrieval Module. This module contains two
branches: text-to-video retrieval and text-to-text re-
trieval. In model selection, we follow the following
principles: (1) Select as many models as possible;
(2) Select as many models as possible whose train-
ing datasets do not overlap; (3) Increase the weight
of models with good performance and reduce the

weight of models with poor performance.
Text-to-video Retrieval uses CLIP(Radford et al.,
2021) and its variations (ViT-B/16, ViT-B/32, ViT-
L/14, ViT-L/14@336), BLIP(Li et al., 2022) and
its variations (ViT-B-CoCo, ViT-L-CoCo, ViT-B-
Flicker30k, ViT-L-Flicker30k), BLIP2 (Li et al.,
2023) , Align (Jia et al., 2021), Flava (Singh et al.,
2022), and InternVideo2 (Wang et al., 2024).
Text-to-text Retrieval uses Sentence-transformers
(Reimers and Gurevych, 2021), OpenAI
(text-embedding-ada-002), and OpenAI (text-
embedding-3-large).

For all the above text-to-video retrieval models,
we extract 4 images for each video in the dataset,
encode image embeddings, and store the mean em-
beddings for retrieval. When the user enters a text
query, we extract the corresponding text vector
and calculate its similarity with the image features
saved by the corresponding model. For all the
above text-to-text retrieval, we encode text embed-
dings for each video captioning in the dataset in
Section 3.1 and store them for retrieval. When
the user enters a text query, we extract the corre-
sponding text vector and calculate its similarity
with the captioning features saved by the corre-
sponding model. For different pre-trained models
of the same type, we normalize them according to
the weight sets as shown in Table 1. The calcula-
tion formula is as follows:

st = norm(

∑
p∈M

(sp×wp)∑
p∈M

wp
)

t

(1)

The procession for different types of pre-trained
models is the same. The calculation formula is as
follows:

s = norm(

∑
t∈T

(st×wt)∑
t∈T

wt
) (2)

Here, "s" represents the feature similarity, "w"
represents the corresponding weight we assign to,
“t” represents the type of the tth pre-trained model,
and “p” represents different pre-trained models of
the same type. After calculation, we take the top
1500 videos with the highest similarity score s as
candidate video list to be re-ranked.



Figure 1: Our overall framework.

Figure 2: The examples of the top 3 offical retrieval re-
sults and their corresponding generated video captions.

3.3 Candidate Re-ranking Module

Because the basic video retrieval model may gen-
erate hallucination, we further use InternVL2 with
a larger number of parameters to verify the pre-
liminary retrieval result obtained above. First, we
use GPT4(Achiam et al., 2023) to generate three
"YES/NO" QAs for each AVS query. We require
that all questions should revolve around people, ob-
jects, actions, locations, time, color, and quantity.
The prompt of GPT4 is "You act as a question gen-
erator. Given a sentence, generate 3 simple and
short QA pairs (only including YES/NO QA) for
the given sentence, with extra emphasis on per-
son/being, action, object, location, time, color, and
quantity when specified. The number of YES and
NO QAs should be balanced." We believe that ques-
tions that focus on a single factor and require a
YES/NO answer are more helpful for verification.
Fig. 3 shows an example of QA generation results:

Figure 3: An example of QA generation for the query-
751 Find shots of a bald man with glasses.

Query 751 looks for a bald man with glasses. We
input the original AVS query to generate QAs. Sec-
ondly, we input the generated questions and can-
didate video lists into InternVL2-26B for visual-
text question answering so that we can use it for
post-processing re-ranking of retrieval results. We
believe that InternVL2-26B reduces the generation
of hallucinations due to its huge number of param-
eters and requires less data to be processed despite
its high inference cost, thus ensuring the quality of
re-ranking. Finally, we compared the verification
results of InternVL2 on the candidate video list
with the generated results of GPT4, and re-ranked
the preliminary retrieval result from high to low
according to the correctness of the answers. We
take the top 1000 as the final retrieval results.

4 Experiment

4.1 the Impact of the Retrieval Module

The weight of each type of models is set to
CLIP:openCLIP:BLIP:BLIP2:Align:Flava: Intern-
Video2:Captioning = 20:45:20:5:5:14:10:32. The



Table 1: Individual and fusion results for each model in
2023.

Model Type Pre-trained Type infAP infAP after Fusion

CLIP

ViT-L/14@336 0.0882

0.0945

0.2936

ViT-L/14 0.0850
ViT-B/16 0.0220
ViT-B/32 0.0296

openCLIP

ViT-L/14(Datacomp) 0.0526

0.1508
ViT-H/14(Laion) 0.1100
EVAClip 0.1346
ViClip 0.1217

BLIP

ViT-B(CoCo) 0.1988

0.2343
ViT-L(CoCo) 0.2059
ViT-B(Flicker30k) 0.1749
ViT-L(Flicker30k) 0.1777

BLIP2 BLIP2(CoCo) 0.1508 0.1508
Align Align-Base 0.1724 0.1724
Flava Flava-Base 0.0776 0.0776

InternVideo2 s2-1B 0.1871 0.1871

Captioning
Sentence-transformers 0.0689

0.1075OpenAI(text-embedding-ada-002) 0.0898
OpenAI(text-embedding-3-large) 0.0914

specific experimental results of each model and
their Fusion in 2023 are shown in Table 1. It can be
seen that the fusion of multiple embedding models
will have better generalization ability than a single
model, so the retrieval effect is better.

4.2 the Impact of Text-to-text Retrival Branch

We found that converting the video dataset into text-
to-text retrieval by first generating captions for the
retrieval can slightly improve the performance. We
analyzed that this may be the reason for converting
the cross-modal task into a task within the same
modality. Combining reliable captioning models
and embedding models, we can get the similarity
between the query and the video.

In our experiments, although overall the perfor-
mance of the text-to-text retrival branch is on par to
different types of pre-trained models, we observe
that the text-to-text retrival branch has advantages
in certain queries such as Table 2. For example, in
AVS 2023’s queries 741, 742, 747 and 750, the text-
to-text retrival branch performs significantly better
than other pre-trained models, and even better than
the fusion models in the table.

4.3 the Impact of the Candidate Re-ranking
Module

To verify whether the Candidate Re-ranking Mod-
ule really has an impact on the ranking list, we
calculate the average position change of the video
as follows:

c =
1

N

N∑
i

|re−rank (vi)− ori−rank (vi)| (3)

Table 2: Some queries text-to-text retrival branch per-
forms better.

Model Type infAP Query
Fusion-CLIP 0.0044

741 A red or blue scarf around someone’s neck.
Fusion-BLIP 0.0227
Fusion-openCLIP 0.0169
Captioning 0.0312
Fusion-CLIP 0.0416

742 A child climbs an object outdoors.
Fusion-BLIP 0.0751
Fusion-openCLIP 0.0795
Captioning 0.0976
Fusion-CLIP 0.0227

747 At least two persons are working on their laptops
together in the same room indoors.

Fusion-BLIP 0.0977
Fusion-openCLIP 0.0509
Captioning 0.2010
Fusion-CLIP 0.0054

750 A man with an earring in his left ear.
Fusion-BLIP 0.0192
Fusion-openCLIP 0.0195
Captioning 0.0285

Figure 4: Re-ranking result of the query-751 Find shots
of a bald man with glasses.

where "re-rank(vi)" is the position of video vi
after re-ranking, "ori-rank(vi)" is the position of
video vi before re-ranking, and "N" is the number
of videos for re-ranking. Here, N is equal to 1500
in this paper. The result shows the average change
c per query is about 100, which indicates the Can-
didate Re-ranking Module brings much change to
the list.

Fig. 5 visualizes the original and updated rank
lists of an improved query “A bald man with
glasses”. The related QA pairs is "Does the man
have long hair?"-"No", "Is the man bald?"-"Yes",
and "Is the man wearing glasses?"-"Yes". The per-
formance of this query is elevated as videos of
“people with thin hair” are pushed down.

4.4 Submission Results

We submitted a total of 4 runs in the main task of
AVS 2024. Table 3 summarizes our solutions and
evaluation results for each run of the main task of
AVS 2024, among which run 4 has the best effect.
By examining the performance of our runs on the
main queries of this year, we conclude that adding
a text-to-text retrival branch and the Candidate Re-
ranking Module to the basic text-to-video retrival
model are helpful to improve performance. il-
lustrates the performance of all submitted runs in
the AVS 2024 competition. Our runs achieved 3rd

place among all participating teams.



Table 3: Our solutions and evaluation results for each
run of the main task of AVS 2023.

Run_ID Text-to-video
Retrival Branch

Text-to-text
Retrival Branch

Candidate Re-
ranking Module infAP

0 ✓ 0.320
1 ✓ ✓ 0.322
2 ✓ ✓ 0.358
3 ✓ ✓ ✓ 0.368

Figure 5: AVS 2024 ranking list of all submitted runs
regarding the main task in infAP terms. Orange bars
indicate our submitted runs.

5 Conclusion

This report presents our solution for the AVS chal-
lenge in TRECVID 2024. We integrate a series
of powerful visual-text pre-trained models as the
backbone to generate preliminary results for video
retrieval. In order to transform the task to the same
modality, we introduce video captioning models to
achieve text-to-text retrieval. Finally, we re-rank
the preliminary retrieval list to generate the final
result. Experiments demonstrate the effectiveness
of our designs, and our submissions rank 3rd in the
main task.
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