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Abstract

This paper documents the University
of Amsterdam’s participation in the
TREC 2024 Plain Language Adaptation of
Biomedical Abstracts (PLABA) Track. We
investigated the effectiveness of text sim-
plification models trained on aligned pairs
of sentences in biomedical abstracts and
plain language summaries. We participated
in Task 2 on Complete Abstract Adapta-
tion and conducted post-submission experi-
ments in Task 1 on Term Replacement. Our
main findings are the following. First, we
used text simplification models trained on
aligned real-world scientific abstracts and
plain language summaries. We observed
better performance for the context-aware
model relative to the sentence-level model.
Second, our experiments show the value of
training on external corpora and demon-
strate very reasonable out-of-domain per-
formance on the PLABA data. Third, more
generally, our models are conservative and
cautious in gratuitous edits or information
insertions. This approach ensures the fi-
delity of the generated output and limits
the risk of overgeneration or hallucination.

1 Introduction

This paper reports on the University of Amster-
dam’s participation in the TREC 2024 PLABA
track (Ondov et al., 2025). The track aims
to adapt biomedical abstracts for the general
public using plain language. We participated
in Task 2 on Complete Abstract Adaptation.
The PLABA track addresses the key text sim-
plification challenges in the biomedical domain
(Ondov et al., 2022). Extensive corpora and
reference simplifications were made available
as train data for the track (Attal et al., 2023).

Our main aim at TREC 2024 PLABA was to
investigate the value of domain-specific biomed-
ical test simplification models relative to those

trained on general text simplification corpora
such as Wiki-auto or Newsela-auto (Jiang et al.,
2020). For this purpose, we constructed a simi-
larly aligned corpus Cochrane-auto (Bakker and
Kamps, 2024), based on document-, paragraph-,
and sentence-level alignments of Cochrane ab-
stracts and their corresponding plain language
summaries.

The plain language summaries are no direct
sentence-level text simplification as provided
in the PLABA track’s training and text data.
Instead, they exhibit far more variation and
complex information alignment, considering the
entire abstract’s discourse structure. It is in-
teresting to investigate how models trained on
such data perform on the PLABA Complete
Abstract Adaptation task, containing only di-
rect simplifications from the original biomedical
abstract.

Our experiments are not trained or fine-
tuned on the PLABA train data and, hence, are
not expected to outperform models specifically
trained for the direct text simplification task of
the PLABA track. Instead, we hope to under-
stand some differences with models trained on
real-world plain language summaries, exhibit-
ing more significant variation and incorporating
the discourse structure of the entire abstract.
We hope to extend further the scope of text
simplification approaches to address all the in-
teresting NLP challenges this presents.

The rest of this paper is structured in the
following way. Our experimental setup is de-
scribed in Section 2 and the results of these
experiments are in Section 3. Finally, we end in
Section 4 with a discussion of our main findings.

2 Experimental Design

Complete Abstract Adaptation We par-
ticipated in Task 2 of the PLABA track and



Task Run Description

1a RoBERTa-MedReadMe Binary span classification model trained on MedReadMe
1a RoBERTa-PLABA Binary span classification model trained on PLABA
1a RoBERTa-MedReadMe+PLABA MedReadMe model finetuned on PLABA
1b RoBERTa-PLABA RoBERTa-large multi- label classifier with abstract text

and target jargon term as input

2 UAms-BART-Cochrane Plan guided BART model instructed to rephrase every
source sentence

2 UAms-ConBART-Cochrane Plan guided context-aware BART model instructed to
rephrase every source sentence

Table 1: TREC 2024 PLABA Task 2 Submissions

submitted two runs shown in Table 1.
Our runs were created by applying two plan-

guided simplification models to the test data:
Ô → BARTsent and Ô → ConBART. Both
runs are BART models, which we finetuned to
pairs of complex and simple sentences in the
biomedical domain. Following the approach of
Cripwell et al. (2023b), we prepended a control
token to each input sentence in the training
data, indicating how it should be simplified:
should it be split, copied, rephrased, deleted, or
merged? For inference, we then prepended the
rephrase token to every input sentence in the
PLABA test set. Moreover, Ô → ConBART is
a context-aware model, as introduced by Crip-
well et al. (2023a). This means that it takes not
only a control token and complex sentence as
input, like Ô → BARTsent, but also a high-level
representation of the five sentences surrounding
the complex input sentence on either side.

Both of our models were trained on Cochrane-
auto (Bakker and Kamps, 2024). We created
this dataset by automatically aligning the sen-
tences between technical abstracts and lay sum-
maries of biomedical systematic reviews. Our
data is derived from the Cochrane Database of
Systematic Reviews. We only used the abstract
and summary texts from the results and con-
clusions sections, and we applied various other
preprocessing steps to enable the training of
document simplification systems on our dataset.
We did not further fine-tune our models on the
PLABA train set (Attal et al., 2023).

Term Replacement In addition, we con-
ducted post-submission experiments in Task 1
of the PLABA track, and our four runs are also
shown in Table 1. We implemented a jargon

identification approach using the RoBERTa-
large model (Liu et al., 2019).1

Task 1a asks for identifying non-consumer
terms. Our Task 1a models experimented with
out-of-domain evaluation of models trained
on MedReadMe (Jiang and Xu, 2024). This
model was selected based on both its strong
performance reported in the original study
and our own reproduction results.2 The
RoBERTa-large model trained on MedReadMe
data achieved F1 scores of 91.3% for binary
classification, 89.0% for 3-class classification,
and 83.7% for 7-class classification. We em-
ployed RobertaTokenizerFast for tokenization
due to its superior processing speed.

To comprehensively evaluate different train-
ing strategies, we implemented and compared
three model variants:

• RoBERTa (MedReadMe) is a RoBERTa-
large model trained on the MedReadMe
data, not informed by the PLABA data in
any way (out of domain evaluation).

• RoBERTa (PLABA) is a RoBERTa-large
model trained only on the PLABA data
(within domain evaluation).

• RoBERTa (MedReadMe + PLABA) is the
first MedReadMe model further fine-tuned
on the PLABA data.

All models were trained for up to 20 epochs
with early stopping.

1https://huggingface.co/docs/transformers/
model_doc/roberta

2The codebase can be found in https://github.com/
TaikiLazos/reproducibility.

https://huggingface.co/docs/transformers/model_doc/roberta
https://huggingface.co/docs/transformers/model_doc/roberta
https://github.com/TaikiLazos/reproducibility
https://github.com/TaikiLazos/reproducibility


Model Prec. Recall F1

RoBERTa (M) 0.3953 0.2453 0.3027
RoBERTa (P) 0.3998 0.2583 0.3128
RoBERTa (M + P) 0.4504 0.3001 0.3679

Table 2: Performance on PLABA Task 1A

Task 1b asks for classifying term replace-
ments. Our Task 1b model, RoBERTa
(PLABA), is a multi-label classification version
of the RoBERTa-large model trained on the
PLABA data. Our model takes both the ab-
stract text and the target jargon term as inputs.
The model was trained to classify multiple sim-
plification actions per term, ensuring flexibility
in handling different linguistic modifications.

3 Experimental Results

This section contains the main results of our
experiments.

3.1 Term Replacement Task

Identifying non-consumer terms Figure
1 illustrates an abstract Q19_A1 from the
PLABA test dataset, highlighting the overlap
between true jargon annotations (green), pre-
dicted jargon terms (yellow), and their over-
lap (orange). The predictions are from the
RoBERTa (MedReadMe) model.

Table 2 presents the performance of each
model. The best-performing model was fine-
tuned on MedReadMe and PLABA, achiev-
ing the highest F1 score. This indicates that
leveraging external domain knowledge from
MedReadMe enhances jargon identification per-
formance. The relatively low recall scores
across all models suggest that further optimiza-
tion is needed to improve the coverage of identi-
fied jargon terms. Analysis of the training and
validation loss suggests that the model overfit-
ted when trained on PLABA. Hence, a more
careful training regime if needed for PLABA
than what we used for MedReadMe.

Classifying replacement For task 1b, we
have only one model RoBERTa (PLABA). On
the test set, the model achieved a weighted
average F1 score across all labels of 54% and
a sample-average F1 score of 71%, consistent
with results obtained in previous evaluations.

Table 3 presents the detailed classification

Class Prec. Recall F1 Sup.

SUBSTITUTE 0.85 0.95 0.89 6,484
EXPLAIN 0.49 0.48 0.49 1,822
GENERALIZE 0.27 0.36 0.31 790
OMIT 0.39 0.18 0.25 1,660
EXEMPLIFY 0.03 0.07 0.04 58

micro avg 0.69 0.70 0.70 10,814
macro avg 0.41 0.41 0.40 10,814
weighted avg 0.67 0.70 0.68 10,814
samples avg 0.75 0.76 0.73 10,814

Table 3: Detailed classification performance for
different simplification actions.

performance for different simplification actions.
We observe an imbalanced class distribution
and the model naturally prioritizes the classes
with the largest support.

3.2 Complete Abstract Adaptation

The remainder of this section focuses on our
main participation in Task 2 on Complete Ab-
stract Adapation.

3.2.1 Predictions
Figures 2 and 3 show the source and predic-
tions for one example abstract for the BART
and ConBART models, respectively. These
are typical examples demonstrating relatively
conservative editing, particularly the longer sen-
tences. Both models have a clear preference for
narrative text flow and tend to remove detail
in parenthesis or headings, breaking the flow of
text. The Contextual BART models aware of
the context of the entire abstract seems slightly
less conservative than the pure sentence-level
text simplifications.

3.2.2 Analysis
Table 4 provides various text statistics com-
paring the source and predictions. There are
no references; hence, we calculate BLEU and
SARI relative to the source input. The input is
relatively long. With the standard EASSE tok-
enization, it averages 22.15 words per sentence
and 224.81 words per abstract.

As our planning model used the “rephrase” in-
struction throughout, we see no sentence splits
or deletions. We see a relatively modest com-
pression ratio of around 90% and relatively light
editing with 44-51% of exact sentence copies.



Figure 1: Example RoBERTa (PLABA) predictions for the complex abstract A1 for Q19 (PMID 1396420).
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Source 4,060 100.0 33.33 13.52 1.00 1.00 1.00 1.00 0.00 0.00 8.93

UAms-BART-Cochrane 4,060 83.1 30.26 13.30 0.93 0.99 0.94 0.51 0.02 0.10 8.89
UAms-ConBART-Cochrane 4,060 79.63 29.58 13.07 0.91 0.99 0.92 0.44 0.03 0.12 8.86

Source 400 100.0 33.33 13.53 1.00 1.00 1.00 1.00 0.00 0.00 9.13

UAms-BART-Cochrane 400 82.01 30.16 13.32 0.91 0.99 0.94 0.03 0.01 0.12 9.11
UAms-ConBART-Cochrane 400 78.42 29.47 13.07 0.89 0.98 0.92 0.01 0.02 0.14 9.08

Table 4: Text statistics over source and predictions: sentence level (top) and abstract-level (bottom) over
the test set, with BLEU and SARI against source.

At the abstract level, only 1-3% is unchanged.
In terms of readability scores, there is a limited
reduction of FKGL from 13.5 for the source
to 13.1 for the predictions. This is a direct
consequence of the lack of sentence splits, as
we did not instruct the model to split sentences.
When abstracts are compared to human plain
language summaries, a relatively low difference
in sentence length and, therefore, in classic

readability scores is also observed.

3.2.3 Results
Table 5 analyses our submissions in terms of
the quality of the text simplification predictions
using manual annotation of the output. The
following four aspects were assessed (Ondov
et al., 2025):

Simplicity Outputs should be easy to under-



Run Accuracy Completeness Simplicity Brevity Final avg.

UAms-BART-Cochrane 0.9772 0.9466 0.4881 0.6906 0.7756
UAms-ConBART-Cochrane 0.9546 0.9238 0.5653 0.6781 0.7804

Table 5: TREC 2024 PLABA Task 2 Results (v.3)

Background : There is conflicting evidence about the
relationship between vitamin D deficiency and depres-
sion , and a systematic assessment of the literature
has not been available . |Aims : To determine the
relationship , if any , between vitamin D deficiency
and depression . |Method : A systematic review and
meta-analysis of observational studies and randomised
controlled trials was conducted . |Results : One case-
control study , ten cross-sectional studies and three
cohort studies with a total of 31 424 participants
were analysed . |Lower vitamin D levels were found
in people with depression compared with controls (
SMD = 0.60 , 95 % CI 0.23-0.97 ) and there There
was an increased odds ratio of depression for the lowest
v. highest vitamin D categories in the cross-sectional
studies ( OR = 1.31 , 95 % CI 1.0-1.71 ) . |The cohort
studies showed a significantly increased hazard ratio
of depression for the lowest v. highest vitamin D cate-
gories ( HR = 2.21 , 95 % CI 1.40-3.49 ) . |Conclusions
: Our analyses are consistent with the hypothesis that
low vitamin D concentration is associated with depres-
sion , and highlight the need for randomised controlled
trials of vitamin D for the prevention and treatment
of depression to determine whether this association is
causal . |

Figure 2: Example Ô → BARTsent simplifications
for the complex abstract input A7 for Q17 (PMID
33924215): deletions and insertions

stand.

Accuracy Outputs should contain accurate
information.

Completeness Outputs should seek to min-
imize information lost from the original
text.

Brevity Outputs should be concise.

We make the following observations. First,
the approach scores high on accuracy and com-
pleteness but less on simplicity and brevity.
Over the 19 judged runs, the average score
overall is ranked 12th, but the accuracy and
completeness are ranked 1st. Second, the scores
signal that our model is conservative in rewrit-
ing, prioritizing accuracy and completeness over
more drastic text rephrasing. Third, the con-
textual model obtains slightly higher simplic-
ity scores and outperforms the sentence-level
model in terms of the final overall score. Fourth,

Background : There is conflicting evidence about the
relationship between vitamin D deficiency and depres-
sion , and a systematic assessment of the literature
has not been available . |Aims : To determine the
relationship , if any , between vitamin D deficiency
and depression . |Method : A systematic review and
meta-analysis of observational studies and randomised
controlled trials was conducted . |Results : One case-
control study , ten cross-sectional studies and three
cohort studies with a total of 31 424 participants were
analysed . |Lower vitamin D levels were found in
people with depression compared with controls ( SMD
= 0.60 , 95 % CI 0.23-0.97 ) and there There was an
increased odds ratio risk of depression for the lowest
v. highest vitamin D categories in the cross-sectional
studies ( OR = 1.31 , 95 % CI 1.0-1.71 ) . |The cohort
studies showed a significantly increased hazard ratio
of depression for the lowest v. highest vitamin D cate-
gories ( HR = 2.21 , 95 % CI 1.40-3.49 ) . |Conclusions
: Our analyses are consistent with the hypothesis We
conclude that low vitamin D concentration there is
associated with depression , and highlight the a need
for randomised controlled trials of vitamin D for the
prevention and treatment of depression to determine
whether this association is causal . |

Figure 3: Example Ô → ConBART simplifications
for the complex abstract input A7 for Q17 (PMID
33924215): deletions and insertions

an informal output inspection confirms the con-
servative revisions and suggests that the ab-
stract context can benefit simplicity.

3.3 PLABA Train Data Results

As the PLABA tasks did not provide reference
simplifications, we also evaluated our models
over the train data. Our models are trained on
the Cochrane-auto corpus (Bakker and Kamps,
2024). Hence, we report results over the en-
tire set of train data released in the track
rather than the separate test split of Attal et al.
(2023).

Table 6 shows the familiar text simplification
evaluation measures against references. All
metrics can account for multiple possible refer-
ences. We only report scores at the document
or abstract level but observed similar perfor-
mance for sentence-level text simplification.

We observe a limited reduction in readabil-
ity (FKGL) and a mild reduction in the num-



Run ROUGE-1 ROUGE-2 ROUGE-L BLEU FKGL SARI Avg. #Tokens

Source 63.3 40.7 55.7 35.2 14.14 17.8 343.2
BART 62.3 39.2 54.2 32.8 13.49 28.8 296.5
ConBART 62.0 38.6 53.5 32.1 13.22 30.5 289.2

Table 6: TREC 2024 PLABA Train Data Results

ber of tokens compared to the source abstracts
(about 15% shorter). The main advantage of
the train data is that it has reference simpli-
fications. Here, we observe reasonable SARI
scores of 31% and reasonable text overlap with
the references (ROUGE-L over 50% and BLEU
around 33%).

Our models are tested out-of-domain and
trained on real-world plain language summaries
without direct sentence-level language adap-
tations following precise instructions. Hence,
performance under the PLABA track’s condi-
tions could be improved. However, the models
trained on Cochrane data perform well, which
suggests that they are widely applicable to the
biomedical and health domains.

4 Discussion and Conclusions

This paper documented our participation in
the TREC 2024 PLABA Track (Ondov et al.,
2025), focusing on the effectiveness of models
trained on Cochrane-auto (Bakker and Kamps,
2024). Cochrane-auto consists of aligned pairs
of sentences in Cochrane abstracts and plain
language summaries.

Our models exhibited conservative revisions
of the abstracts and were not among the
highest-performing systems regarding predic-
tion simplicity. This indicates that there may
be remaining barriers to lay or consumer access
to biomedical abstracts, and further simplifica-
tion steps (such as detecting and explaining jar-
gon, as aimed for by Task 1) may be beneficial.
However, conservative models also avoid gratu-
itous changes and are less likely to introduce
information not warranted by the source ab-
stract (informally called “hallucination”). Thus,
a more controlled and conservative simplifica-
tion approach remains attractive for deploying
these models in realistic applications.

Our experiments highlight differences be-
tween the classic text simplification corpora
and naturally occurring plain language sum-

maries. Traditional text simplification is based
on direct sentence-level text simplification and
prioritizing lexical and grammatical text sim-
plification. However, naturally occurring plain
language summaries aren’t directly aligned per
sentence content but exhibit far more signifi-
cant variation, considering the entire abstract’s
discourse structure. This includes more com-
plex relations between sentences at the abstract
level, including deletions, order changes, sen-
tence merging, and inserting background knowl-
edge or other explanations. The PLABA track
data is an instrumental dataset that, on the
one hand, corresponds to the sentence-level text
simplification setup of earlier collections yet al-
ready includes some of the more significant
variation observed in real-world plain language
summaries. This is essential to developing ef-
fective paragraph-level and document-level text
simplification approaches.
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Background : There is conflicting evidence about the relationship between vitamin D deficiency
and depression , and a systematic assessment of the literature has not been available .

1 1 -1 0

Aims : To determine the relationship , if any , between vitamin D deficiency and depression . 1 1 0 1
Method : A systematic review and meta-analysis of observational studies and randomised
controlled trials was conducted .

1 1 -1 1

Results : One case-control study , ten cross-sectional studies and three cohort studies with a
total of 31 424 participants were analysed .

1 1 -1 0

Lower vitamin D levels were found in people with depression compared with controls ( SMD =
0.60 , 95 % CI 0.23-0.97 ) and there There was an increased odds ratio of depression for the lowest
v. highest vitamin D categories in the cross-sectional studies ( OR = 1.31 , 95 % CI 1.0-1.71 ) .

1 1 -1 1

The cohort studies showed a significantly increased hazard ratio of depression for the lowest v.
highest vitamin D categories ( HR = 2.21 , 95 % CI 1.40-3.49 ) .

1 1 0 0

Conclusions : Our analyses are consistent with the hypothesis that low vitamin D concentration
is associated with depression , and highlight the need for randomised controlled trials of vitamin
D for the prevention and treatment of depression to determine whether this association is causal
.

Table 7: Example Ô → BARTsent simplifications for the complex abstract input A7 for Q17 (PMID
33924215)
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Background : There is conflicting evidence about the relationship between vitamin D deficiency
and depression , and a systematic assessment of the literature has not been available .

1 0 1 1

Aims : To determine the relationship , if any , between vitamin D deficiency and depression . 1 1 -1 0
Method : A systematic review and meta-analysis of observational studies and randomised
controlled trials was conducted .

1 1 -1 1

Results : One case-control study , ten cross-sectional studies and three cohort studies with a
total of 31 424 participants were analysed .

1 1 -1 0

Lower vitamin D levels were found in people with depression compared with controls ( SMD =
0.60 , 95 % CI 0.23-0.97 ) and there There was an increased odds ratio risk of depression for
the lowest v. highest vitamin D categories in the cross-sectional studies ( OR = 1.31 , 95 % CI
1.0-1.71 ) .

1 0 1 1

The cohort studies showed a significantly increased hazard ratio of depression for the lowest v.
highest vitamin D categories ( HR = 2.21 , 95 % CI 1.40-3.49 ) .

1 1 -1 0

Conclusions : Our analyses are consistent with the hypothesis We conclude that low vitamin
D concentration there is associated with depression , and highlight the a need for randomised
controlled trials of vitamin D for the prevention and treatment of depression to determine whether
this association is causal .

Table 8: Example Ô → ConBART simplifications for the complex abstract input A7 for Q17 (PMID
33924215): deletions and insertions
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