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Abstract
In this study, we explore various approaches for known-item re-
trieval, referred to as “Tip-of-the-Tongue” (ToT). The TREC 2024
ToT track involves retrieving previously encountered items, such
as movie names or landmarks when the searcher struggles to recall
their exact identifiers. In this paper, we (ThinkIR) focus on four
different approaches to retrieve the correct item for each query, in-
cluding BM25 with optimized parameters and leveraging Large Lan-
guage Models (LLMs) to reformulate the queries. Subsequently, we
utilize these reformulated queries during retrieval using the BM25
model for each method. The four-step query reformulation tech-
nique, combined with two-layer retrieval, has enhanced retrieval
performance in terms of NDCG and Recall. Eventually, two-layer
retrieval achieves the best performance among all the runs, with a
Recall@1000 of 0.8067.
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1 Introduction
The phenomenon of recalling an item whose characteristics are
vaguely known but the user fails to remember the exact name of the
item is known as Tip-of-tongue (ToT). This is a very prevalent issue,
which resulted in multiple websites and forums on Reddit, trying
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to help users get their desired answer. I Remember The Movies1 is
an example of such a platform where users suffering from ToT,
can share their experience and possibly get the movie name that
is sought. Users facing ToT experiences frequently turn to such
forums rather than attempting traditional searches, highlighting a
gap in Information Retrieval (IR) methods designed for incomplete
or imprecise information. Recently, Arguello et al. [2] highlighted
this gap in research revealing that the current retrieval systems
are inadequate for handling such queries. This led to creation of a
new track at TREC, aimed at encouraging further investigation into
effective IR techniques to deal with ToT queries. One of the primary
challenges with these queries, is their minimal term overlap with
the relevant documents (Wikipedia pages for our case). As a result,
traditional retrieval techniques like BM25, which heavily relies on
the bag-of-word approach, tend to underperform on such queries.

The TREC 2023 Tip of the Tongue (ToT) track [1] addressed the
challenge of matching movies to naturally ambiguous or verbose
queries for the first time. The primary goal was to retrieve a ranked
list of 1000 movie names, positioning the correct movie as high as
possible. Evaluation metrics such as discounted cumulative gain
(DCG), reciprocal rank (RR), and success@k were used to assess sys-
tem performance. In continuation, the TREC ToT 2024 shared task
expands on this by incorporating queries from multiple domains. In
addition to movie-related queries, the test set now includes queries
related to landscapes and personalities. This has driven the de-
velopment of more robust and generalized information retrieval
techniques capable of handling a broader range of user queries.

In this work, we leverage query reformulation techniques to
enhance ToT queries. Our approach is an extremely light-weight
method involving BM25 as our only retriever working on refor-
mulated queries. For reformulation, we employ a multi-layered
prompting framework, which finally gives a compact and precise
query shaped as a passage from Wikipedia article. Additionally,
we also apply filtering layers to screen documents from corpus
based various heuristics which are discussed in the subsequent sec-
tions. Our final result show that such techniques actually work very
well in finding answers, especially for personalities and landscapes
based queries.

https://doi.org/10.1145/nnnnnnn.nnnnnnn
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Figure 1: We follow a four-step query formulation strategy, as described in Section 4.2 . Later, this reformed query is utilized
during retrieval.

2 Related Work
The ToT phenomenon sits at the intersection of natural language
understanding (NLU) and information retrieval (IR), leading to a
significant body of research aimed at addressing the verbose and
complex nature of these queries in the field of NLP. ToT belongs
to the class of studies based on known-item retrieval [11]. This
prevalent field has been studied from many diverse perspectives,
ranging from multi-modal [9] to mutli-domain [10] Among other
approaches, Lin et al. [8] introduces a novel framework for decom-
posing complex ToT queries into smaller sub-queries. Each sub-
query focuses on specific clues about the item in question. These
specialized queries are then fed into retrievers that are trained on
the respective domains for each sub-query. The results from each
sub-query are ensembled to produce the final ranked list of items.
This approach led to an 8% improvement in Recall@5, offering a
promising method for tackling such queries.

Research on ToT queries is still in its developmental stages, and
with the creation of new datasets [6, 13], further insights can be
gained, leading to a deeper understanding of these types of queries.
In the 2023 edition of TREC ToT, Borges et al. [3] produced the best-
performing run using a dense passage retriever (DPRs) fine-tuned
on a curated dataset of ToT queries and relevant documents for
semantic search.Their method, known as themax-P technique, first
scores each small paragraph in a document based on the query. The
maximum similarity score across all paragraphs is then assigned
to that document. This is followed by re-ranking using GPT-4 in a
round-robin fashion. Another facinating study by Fröbe et al. [5]
demonstrates how query reduction using large language models

1https://irememberthismovie.com/

(LLMs) can help mitigate the confusing nature of ToT queries. They
used ChatGPT and DeepCT to effectively reduce long, verbose
queries through various prompting techniques. For retrieval, they
used BM25 and Mono-T5 on these simplified queries to generate
the final ranked list. This study shows how effective query reformu-
lation can be, resulting in a performance enhancement even with
traditional retrievers, like BM25, which are proven to be ineffective
against such queries.

3 Methodology
Our approach is centered around handling queries as efficiently
as possible. The rationale behind this is straightforward: the given
a corpus consists of documents in the scale of millions, which is
already quite large. In the real world, however, there are billions of
articles scattered across the internet. Any form of pre-processing
applied to the main corpus would essentially mean pre-processing
the entire internet, should our algorithm be applied at scale. This
highlights the importance of designing solutions that are scalable
and can efficiently handle vast amounts of data without relying on
exhaustive pre-processing.

Considering that rationale, our query processing pipeline is de-
signed to be simple and efficient, consisting of the following two
main phases in the pre-processing step:

(1) Query Reformulation (QR),
(2) Focused Document Retrieval (FDR)

After the query passes through the aforementioned steps, a BM25
similarity [12] calculation with the corpus is performed to retrieve

https://irememberthismovie.com/
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the final results. The BM25 retrieval is done using optimized param-
eters for :1 and 1. We discuss, each of the two steps in the following
sections.

3.1 Query Reformulation (QR)
Query Reformulation (&') is the process of restructuring a given
query to improve its clarity and relevance [4]. The goal of this
restructuring is to transform an initial query – often vague or
lacking specificity – into a more precise and meaningful form.

So, there’s this movie I watched ages ago, and it’s been
bugging me because I can’t remember the name. It was
about this group of kids who spent their summer playing
baseball in this dusty, rundown field. I think it was set in
the ’60s or something, and the main kid had just moved
to a new neighborhood with his mom and stepdad. He
was kind of a misfit and didn’t know much about baseball,
but he really wanted to fit in with these local boys who
played every day. One of the boys, who was like the star
player, took the new kid under his wing and taught him
how to play. They had all these little adventures, and there
was this one hilarious scene where they tried to retrieve
a ball from this yard guarded by a monstrous dog. The
dog was like a legend among the kids, and they had all
these wild stories about it. The new kid accidentally hit
a ball signed by some famous player into the dog’s yard,
and they spent a good chunk of the movie trying to get it
back. There was also this part where the star player had a
dream or something, and it inspired him to do something
really brave. The movie had a lot of heart and was super
nostalgic. I remember watching it with my cousins during
a summer break, and we laughed so much. The ending was
pretty touching too, with the kids growing up and going
their separate ways, but the main kid and the star player
stayed friends…

Aforementioned query can be termed as vague in the sense that
there are hardly any detectable keyword terms for the movie like
the genre, actors, location of the filming set, etc. Also the informa-
tion that has been provided is mixed with the author’s emotions
while watching the said movie. Henceforth, we need to extract out
the information that only related to the movie, while keeping all
the crucial information about the main leads or scenes in the movie
which could be used for the identification. This process of identi-
fication of the searchable information whilst removing linguistic
vagueness can be done using any standard Large Language Model
(LLM). The objective of QR, therefore, is to systematically refine
queries to improve search accuracy and relevance, as described in
Section 4.

3.2 Focused Document Retrieval (FDR)
Once we have reformulated queries, we focus on retrieving the
correct answer for each query.

In the initial step of retrieval, we retrieve the C>? −< documents
for each query using the BM25 model. Subsequently, compute the
word count of each retrieved document and determine the average

word count. Documents with a word count below this average
are filtered out, since short Wiki documents have less information.
Eventually, we re-rank the remaining documents and select top-n
(n«m) documents as the final list. This process is schematically
illustrated in Figure 2, and we call this the retrieval approach as
1-Layer Retrieval or LR1 for short.

Search Domain Contraction (SDC). [7] reported that to im-
prove the performance of the retrieval model, filtering out the
irrelevant items is essential. That motivates us to reduce the search
space during retrieval. Here, (� represents the full searchable do-
main, which contains all available documents for each query q ∈
Q. The goal of SDC is to iteratively construct a sequence of sub-
sets (� ⊃ (�1 ⊃ (�2 ⊃ · · · ⊃ (�= , where (�: at each stage :
contains only documents increasingly relevant to @. The desired
outcome of SDC is to reach an iteration (�= that optimizes both the
relevance and the size of the domain, effectively balancing domain
contraction with the retention of highly relevant documents.

Optimization Problem Formulation. We can frame SDC as
an optimization problem. Let 5 : (� → R represent a relevance
measure that quantifies the similarity between each document and
the query @. Our objective is to minimize the domain size |(�= |
while retaining only documents in (�= that exceed a relevance
threshold U . Mathematically, we can express this as:

min
(�=⊂(�

|(�= | subject to 5 (3, @) ≥ U ∀3 ∈ (�=

where U is chosen to ensure only highly relevant documents
remain in (�= .

In our specific case, the threshold U was based on the Mean
Reciprocal Rank (MRR) scores obtained from BM25 retrieval. The
MRR provides a measure of retrieval quality by evaluating the rank
position of the first relevant document, with higher MRR scores
indicating higher relevance. By setting U according to these MRR
scores, we retained documents in (�= that exhibited significant
relevance as per the BM25 scoring metric.

ObservedConvergenceBehavior. Empirical observationswith
respect to the reformulated queries on the whole corpus showed
that after two iterations, denoted as (�2, the contracted domain
was sufficiently optimal in terms of relevance. Further iterations
beyond (�2 did not enhance the quality of the subset and, in fact,
led to diminishing relevance. This behavior indicates that (�2 may
represent a locally optimal solution in our SDC process, suggesting
a stopping criterion for the sequence based on diminishing returns
in relevance metrics. Also, it might have been the case that the
criteria chosen for layer 2 was lead to too much contraction of the
search domain that lead to relevant documents being eliminated.

With this motivation, we leverage LLMs to extract categories
from each query q. Subsequently, we utilize those categories to
retrieve top-k documents, which leads to contracting the search
domain. Again, we utilize a reformulated query to retrieve top-m
documents. Finally, we follow the aforementioned technique to
filter out the small documents and select the top-n documents. In
Figure 2, we demonstrate this method, and we termed it as 2-Layer
Retrieval or LR2 for short.
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Query

Women tries to steal  jewel from 
old man and she has different 
disguises.  It is in ……..

In a children’s movie, a 
women disguises herself in  
various ways to steal …….

Reformulated query

movie, film, motion 
picture, flick  

Categories

Retrieved 
top  300k

documents

Re-ranking

Retrieved 
top  10k

documents

Retrieved 
top  10k

documents
Retrieved 

top  1k
documents

1 - Layer  Retrieval

2 - Layer  Retrieval

Step -2 Retrieval

Step -1  Retrieval Corpus

Corpus

LLM

Figure 2: We employ LLM to reshape the given query, resulting in a reformulated query. In 1-layer retrieval, we only utilize
reformulated query. Conversely, 2-layer retrieval incorporates both categorical information and reformulated query in two
different steps. Finally, we witness that 2-layer retrieval outperforms 1-layer retrieval.

4 Experimental Setup
4.1 Dataset
In this paper, we use a corpus of Wikipedia documents for our
empirical study. The corpus contains approximately 3.1 million doc-
uments covering a wide range of topics, including movies, celebri-
ties, popular games, and more. Additionally, the TOT organizers
provide 150 training queries, all related to movies of various genres
such as comedy and thriller. For the testing phase, they give a set
of 600 queries, of which 302 queries are specifically to movies, 124
queries are related to landmarks, and the remaining are related to
celebrities, etc.

4.2 Query Reformulation
The layer structure and ordering in our query processing workflow
were designed with a specific intent: to maximize the clarity, accu-
racy, and depth of the query output without introducing noise or
unnecessary artifacts. The sequential flow ensures each layer builds
on the strengths of the previous, refining the query while maintain-
ing fidelity to the original content. Below is a detailed explanation
of the layer structure and the rationale behind the chosen order.

Query Restructuring. Each query from the input JSONL file
is restructured by employing the model llama3-70b2 to transform
the text into an encyclopedic style, emphasizing clarity and factual
tone, where temperature value is 0 to get the deterministic response.
Finally, we have a coherent, wikipedia-style rephrased query, after
the completion of Phase 1 processing.

Accuracy and detail preservation. This layer validates the
restructured query, comparing it against the original to identify and
correct any lost details or inaccuracies. Finally after the finishing
of Phase 2, a refined query that maintains almost all of the details
of the original query.

Query expansion. The refined query undergoes expansion to
incorporate additional context or definitions, enriching its descrip-
tive depth. This was done to incorporate similar words into the
query text, so that during BM25 word overlap the probability of
matching with relevant documents which might not incorporate
the exact same words from the previous layer increases as similar
words are added. In Phase 3, a query with all the details of the
main query text and similar words with the same intrinsic meaning
added to it.

2https://huggingface.co/meta-llama/Meta-Llama-3-70B

https://huggingface.co/meta-llama/Meta-Llama-3-70B
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Table 1: We observe that,Query Formulation affects the retrieval performance. More specifically, the Phase 4 reformulation
increases the likelihood of retrieving the correct answer for a query.

Subject Query text
Phase 1 (Rank: 40) Woman tries to steal jewel from old man and she has different disguises.

It is in color, and is a children’s movie. She finally confronts him with
a gun at a ski trip, and he wears a fake tattoo to hide from her. But it
washes off in a jacuzzi.

Phase 2 (Rank: 15) This children’s movie features a woman who attempts to steal a jewel
from an elderly man. She employs various disguises throughout the
film. During a ski trip, she confronts the man with a gun. To evade
her, he conceals his identity with a fake tattoo. However, the tattoo is
washed off in a jacuzzi, revealing his true appearance.

Phase 3 (Rank: 145) In a children’s movie, a woman disguises herself in various ways to steal
a jewel from an old man. The woman confronts the old man with a gun
during a ski trip, and he uses a fake tattoo to hide from her. However,
the tattoo washes off in a jacuzzi.

Phase 4 (Rank: 1) In a children’s movie, a woman disguises herself in various ways to steal
a jewel from an old man. The woman confronts the old man with a gun
during a ski trip, and he uses a fake tattoo to hide from her. However,
the tattoo washes off in a jacuzzi.

Table 2: Final result of all test runs. Best performance per metric is highlighted in bold.

Method NDCG@1000 NDCG@10 Recall@5 Recall@1000

Semantic Search 0.0234 0.0018 0.0033 0.1700
LR1 0.4142 0.3679 0.4200 0.7483
LR2 0.4056 0.3555 0.4117 0.7517
LRS2 0.4239 0.3719 0.4250 0.8067

Final Cleanup. In Phase 4, we perform a final cleanup prompt,
that ensures the expanded query reads as a single, organized para-
graph, free from extraneous characters or formatting issues. Output:
A polished, consistent result that is ready for output with enhanced
readability.

4.3 Focused Document Retrieval
In the main searching phase of our workflow, BM25 model was
utilized. We ran tests to find out the most optimized parameters for
the searcher in terms of :1 and 1, as shown in Figure 3. The test was
brute force computing the best possible MRR score using the BM25
searcher using the original queries on the fully indexed corpus.

2-LayerRetreival (LR2). The initial layer performs broad-spectrum
filtering based on categorical metadata. In Figure 2, we show that
categorical information like movies, films, and pictures have been
used to retrieve the top 300k documents from the whole corpus.
Next, the final layer performs a query-specific search on the highly
filtered document space. In this stage, we mainly utilize phase 4

Figure 3: Utilizing the training data, we observed that the
BM25 model achieved the highest MRR score with k1=0.6
and b=1.0. We then applied these k1 and b values for all
subsequent retrieval tasks.

reformulated query on previously retrieved documents. After com-
pleting this stage, we consider the top-10k documents relevant and
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Table 3: Success@k metrics across different methods and categories. The best performance per metric is highlighted in bold.

Model Category Success@1 Success@3 Success@5 Success@10

Overall 0.00% 0.00% 0.33% 0.50%
Semantic Search Celebrity 0.00% 0.00% 0.67% 0.67%

Landmark 0.00% 0.00% 0.67% 1.34%
Movie 0.00% 0.00% 0.00% 0.00%

Overall 26.83% 36.50% 42.83% 44.50%
LR1 Celebrity 28.86% 38.26% 45.64% 48.99%

Landmark 41.61% 51.01% 61.07% 63.09%
Movie 18.54% 28.48% 32.45% 33.11%

Overall 27.17% 37.33% 43.83% 48.17%
LR2 Celebrity 29.53% 39.60% 47.65% 52.35%

Landmark 42.95% 55.70% 64.43% 73.15%
Movie 18.21% 27.15% 31.79% 33.77%

Overall 28.00% 38.00% 43.00% 46.17%
LRS2 Celebrity 27.52% 40.27% 46.98% 50.34%

Landmark 43.62% 53.02% 59.06% 65.77%
Movie 20.53% 29.47% 33.11% 34.44%

re-rank them again. During the re-ranking, we follow two tech-
niques: (1) we remove small documents as we discussed above and
select top-1k as the final list, and (2) without removing small doc-
uments, we only consider top-1k as the final list, this method is
termed as 2-Layer Retrieval with small documents or LRS2
for short.

4.4 Ablation Study
Extracting dense representation. To examine the effect of

dense representation, we used pre-trained BERT embeddings, tak-
ing the [CLS] embedding for both queries and documents. We
calculated the cosine similarity between each query and document,
selecting the top 1,000 documents based on their cosine scores as
the final list. This approach is referred to as Semantic Search, as
shown in Table 2.

5 Result and Analysis
Table 2 and Table 3 summarize the overall test result. A semantic
search shows significantly lower performance than other methods.
Specifically, only 102 out of 600 queries are correctly identified.
Among these, 48 are related to landmarks, 28 to movies, and 26
to celebrities. In Table 4, we show that the Mean Reciprocal Rank
(MRR) is just 0.0021 for semantic search, indicating that correct
answers are ranked extremely low in the list of results, reflecting
the model’s difficulty in retrieving relevant results.

Next, we utilized a reformulated query to retrieve the correct
answer. In this LR1 method, BM25 model correctly identified 449
number queries out of 600. Among these, 202 are related to movies,
124 to landmarks, and 123 to celebrities. The value of MRR has also

increased, now it becomes 0.3438, which implies that on average
correct answers appear in around the 3rd position in the ranked
list, as shown in Table 2.

Nevertheless, we explored the 2-Layer Retrieval (LR2) method, to
enhance the model performance. In Table 2, we showcase that LR2
performs slightly better than LR1 in respect of Recall@1000. In this
method, 451 out of 600 queries are correctly identified, and the MRR
value is 0.3332. In Table 4, we present that, 204 are related to movies,
124 are related to landmarks and 123 are related to celebrities.

However, we demonstrate that LRS2 achieves the best perfor-
mance among all four runs, as shown in Table 2. Using this method,
the model correctly identifies 484 queries, with an MRR score of
0.3435. Specifically, among the correctly identified queries, 202 are
related to movies, 144 to landmarks, and 138 to celebrities. This is a
favorable outcome.

6 Conclusion and Future work
Our study displayed how traditional retrievers like BM25 can still
be put to use when augmented with the generative capabilities of
LLMs. A new way of query reformulation using a novel stratified
prompting strategy gives us highly effective queries, producing
better results. This study is an indication that more sophisticated
prompting techniques need to be researched in order to produce
the most optimized version of such queries.

Furthermore, the relation between further added layers of prompt-
ing and enhancement of performance needs to be studied in greater
detail. The temperature, which was non-zero in the third and fourth
layers, raises a very interesting question: does temperature have
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Table 4: The table shows the percentage of correctly identified queries and Mean Reciprocal Rank (MRR) for each category
across different methods on test data.

Model Category # Correct answer Rate (%) MRR # Queries

Semantic Search

Landmark 48 32.21 0.005 149
Movie 28 9.27 0.001 302
Celebrity 26 17.45 0.002 149
Overall 102 17.00 0.002 600

LR1

Landmark 124 83.22 0.501 149
Movie 202 66.89 0.260 302
Celebrity 123 82.55 0.355 149
Overall 449 74.83 0.344 600

LR2

Landmark 124 83.22 0.487 149
Movie 204 67.55 0.246 302
Celebrity 123 82.55 0.356 149
Overall 451 75.17 0.333 600

LRS2

Landmark 144 96.64 0.524 149
Movie 202 66.89 0.240 302
Celebrity 138 92.62 0.372 149
Overall 484 80.67 0.343 600

a correlation with performance? Even though temperature intro-
duces randomness in the response, challenging its reproducibility,
yet it also gives greater creativity freedom to our LLM. This in turn
can lead to better queries, which may reveal important ideas leading
to better research in this field.
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