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Abstract
Users of search applications often encounter difficulties in express-
ing their information needs effectively. Conversational search (CS)
can potentially support users in creating effective queries by en-
abling amulti-turn, iterative dialogue between aUser and the search
Systems. These dialogues help users to refine and build their un-
derstanding of their information need through a series of query-
response exchanges. However, current CS systems generally do not
accumulate knowledge about the user’s information needs or the
content with which they have engaged during this dialogue. This
limitation can hinder the system’s ability to support users effec-
tively. To address this issue, we propose an approach that seeks
to model and utilize knowledge gained from each interaction to
enhance future user queries. Our method focuses on incorporating
knowledge from retrieved documents to enrich subsequent user
queries, ultimately improving query comprehension and retrieval
outcomes. We test the effectiveness of our proposed approach in
our TREC iKAT 2024 participation.

CCS Concepts
• Information systems → Query reformulation; Query representa-
tion; • Human-centered computing→ Contextual design.
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1 Introduction
Users of search applications possess varying levels of familiarity
with the topic of their search and will have different levels of knowl-
edge about their information need. This difference in knowledge
affects how users construct their search queries, leading to varying
levels of query precision and overall search success. For instance, a
knowledgeable user can articulate their information need in detail,
enabling the search system to retrieve relevant documents effec-
tively. In contrast, an ill-informed usermay struggle to clearly define
their information need [4], resulting in vague or under-specified
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queries and, as a result, poor retrieval of relevant content. Con-
sequently, a user’s knowledge of the topic significantly impacts
the search process, making a search system that can adapt to this
varying level of knowledge highly valuable.

Conversational search (CS) approach allows users to meet their
information needs without having to create a perfectly defined
query. Instead, it offers a process where users can address their
needs through a series of iterative query-response exchanges. This
process allows users to refine their queries based on feedback from
previous search results. As users gather more information, their un-
derstanding of the topic improves, helping them craft more accurate
queries. This ongoing cycle of query refinement and knowledge
accumulation is particularly important for addressing complex in-
formation needs. Therefore, a search system built for exploratory
information retrieval should support this iterative process, guiding
users throughmultiple stages of query development and refinement.
In doing so, such a system helps users navigate large information
spaces, gradually narrowing down to the exact information they
need.

The role of knowledge is even more critical in CS systems, as
it aids in better understanding user needs and facilitates smooth
communication. By capturing and applying this knowledge, search
systems can adapt the conversation in real-time, taking into account
both the user’s prior knowledge and the new insights gathered [1].
This continuous adjustment helps refine the interaction, ensuring
that the user’s information needs are progressively met. Following
this argument, in this paper, we investigate the approach of incor-
porating knowledge in conversational search dialogue and report
our submission runs and results for the TREC iKAT 2024 task to
study its effectiveness.

2 Related Works
Research on users’ knowledge in retrieval systems has been ex-
plored in several studies including [6, 10, 15, 16]. For instance,
Câmara et al. [5] proposed a keyword-based approach to repre-
senting knowledge during a search session. They also introduced
a large language model-based method for knowledge representa-
tion, demonstrating that both approaches effectively gauge the
user’s understanding of specific topics. This model continuously
updates an internal representation throughout the session, adapting
to the user’s interactions. Further advancements in this area have
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Figure 1: Overview of the proposed methodology of incorpo-
rating retrieved knowledge in Conversational Search.

incorporated named entities [8] and knowledge graphs [14], pro-
viding a more nuanced understanding of a user’s knowledge during
their search processes. Although the significance of knowledge in
the search process and its effectiveness have been highlighted in
previous research, the formal integration of knowledge into con-
versational search remains surprisingly under-explored. Acharya
[1] argue that knowledge should be modelled to support search
systems in better understanding the user’s information need and
propose a framework [2]. Leveraging a user’s prior knowledge and
their knowledge of the search topic accumulated during a conversa-
tional dialogue would appear to have the potential to significantly
enhance CS system performance by guiding subsequent actions
resulting in more efficient and effective search outcomes.

3 Methodology
In this section, we describe the methodology for our proposed
approach. The core idea is that, in CS, each turn of the dialogue ex-
poses the user to documents deemed relevant by the search system.
As the user interacts with these documents, their understanding of
the topic evolves, which can affect the queries they submit in sub-
sequent dialogue turns. To capture this evolving user knowledge,
we propose extracting knowledge from the documents retrieved
during each turn, or from specific documents that the user engages
with. This knowledge reflects the information the user has been
exposed to and can help the system provide more relevant results
by leveraging the user’s growing understanding of the topic. The
overall framework for this approach is illustrated in Figure 1, which
outlines the steps involved in the knowledge integration, from doc-
ument retrieval to knowledge extraction and query enhancement
for subsequent turns across the conversation.

We incorporate a Knowledge Extractor (KE) component within
the search process [2]. Its primary function is to extract knowledge
from the documents retrieved in response to user queries during
each dialogue turn. This extracted knowledge serves as a represen-
tation of the most relevant information the user has been exposed
to, which may help the CS in subsequent search turns by allowing
it to better capture the user’s potentially shifting information needs
over multiple turns in the conversation.

4 Experimental Investigation
In this section, we report our experimental investigation into the
effectiveness of our proposed method of incorporating retrieved
knowledge in conversational search.

4.1 Experimental Setup
4.1.1 Datasets. Our experimental investigation makes use of the
iKAT 2024 task datasets. The dataset has been created around multi-
turn dialogues between a user and a system, where the system
must interpret and respond to a sequence of evolving queries. The
primary task of the dataset is to evaluate the ability of a search
system to handle multi-turn conversational interactions and how
well it adpats to the user’s changing query intent while maintaining
context across turns. The document collection is the TREC iKAT
ClueWeb22-B Passage Collection [3].

4.1.2 Implementation Details. We implement a two-stage re-
trieval pipeline in our experiments. The first stage is the retrieval
stage which uses sparse retrieval (BM25) followed by a re-ranking
stage using a cross-encoder to evaluate the effectiveness of our
proposed approach.

Indexing. We index the collection for searching using Pyserini [12].
The passages are processed using the default indexing configura-
tion.

Retrieval. We conduct retrieval using BM25 [11] with k1=1.2,
b=0.75.

5 Submitted Runs
We submitted 6 runs (4 Automatic runs, 2 Manual runs), for the Pas-
sage ranking and PTKB ranking task.We provide a short description
of each run below:

5.1 Manual Runs
5.1.1 dcu_manual_qe_summ_TopP_3. In this run we use BM25
for first-stage retrieval to retrieve top 1K passages followed by
second-stage re-ranking using cross-encoder. An abstractive sum-
mary is then generated based on the top-3 passages retrieved in
the first stage which is considered extracted knowledge and used
to enrich the query in the subsequent turn. For re-ranking, we use
a pre-trained cross-encoder ms-marco-MiniLM-L-6-v2. For rewrit-
ing, We use a T5 query rewriter [13] fine-tuned on the CANARD
dataset [9]. For abstractive summarizer, we use pegasus-xsum [17].

5.1.2 dcu_manual_qe_summ_ptkb_TopP_3. In this run we
use manually rewritten utterances and ground-truth PTKB prove-
nance statements in the dataset. Re-ranking is done using cross-
encoder/ms-marco-MiniLM-L-6-v2 and the abstractive summary is
generated using pegasus-xsum BM25 Clueweb-22. BM25 is used
for first-stage retrieval to retrieve top 1K passages followed by
re-ranking using the cross-encoder. An abstractive summary is gen-
erated based on the top-3 passages retrieved by BM25 and is used
to enrich the user query in the subsequent turn.

5.2 Automatic Runs
5.2.1 dcu_auto_qe_key_topP-50_topK-5. In this automatic run,
BM25 is used in the first stage retrieval to retrieve the top 1K
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passages followed by re-ranking using cross-encoder. We extract
top-5 key terms from the user utterance and the top-50 passages
retrieved in the first stage and use these key terms to enrich the
query in the subsequent turn. PTKB provenance ranking is done by
selecting the top-3 PTKB with the highest cosine similarity to the
enriched query. We use cross-encoder/ms-marco-MiniLM-L-6-v2 for
re-ranking and Sentence-BERT model (paraphrase-MiniLM-L6-v2)
to determine PTKB with the highest similarity to the enriched user
query for PTKB ranking task. Key term extraction to enrich queries
is done using YAKE [7].

5.2.2 dcu_auto_qre_sim. In this automatic run, related historical
queries from the conversational context based on similarity scores
to the user utterance are used as additional query context. The user
utterance and query context are used to rewrite the query using
a T5-based Query rewriter fine-tuned on the CANARD Dataset.
BM25 is used to retrieve the top 1K passages followed by re-ranking
using cross-encoder. PTKB provenance ranking is done by selecting
the top-3 PTKB with the highest cosine similarity to the rewritten
query.

5.2.3 dcu_auto_qe_summ_TopP_3. In this run, the user utter-
ance is used for the query. BM25 is used to retrieve the top 1K
passages followed by re-ranking using cross-encoder. We use an
abstractive summary from the top 3 passages retrieved from BM25
which is considered as the extracted knowledge and is used to en-
rich the query in the subsequent turn. PTKB provenance ranking is
done by selecting the top-3 PTKB with the highest cosine similarity
to the enriched query.

5.2.4 dcu_auto_qe_summ_ptkb_TopP_3. In this run, the user
utterance along with the top-3 PTKB with the highest similarity to
the current user query is used. BM25 is used to retrieve the top 1K
passages followed by re-ranking using cross-encoder. We use an
abstractive summary from the top 3 passages retrieved from BM25
which is considered extracted knowledge and is used to enrich the
user query in the subsequent turn. PTKB provenance ranking is
done by selecting the top-3 PTKB with the highest cosine similarity
to the enriched query.

6 Results and Discussion
Table 1, shows the results of the various retrieval system configu-
rations, based on key evaluation metrics: ndcg@5, ndcg, Recall@20,
and MAP. The configurations tested in this experiment vary in
terms of manual and automatic configuration with a focus on query
reformulation by enriching or expanding user queries by extracting
key terms or summarizing retrieved passages, to study the impact
on retrieval performance.

The configuration dcu_manual_qe_summ_TopP_3 demonstrated
moderate performance, achieving an ndcg@5 of 0.2174 and an ndcg
of 0.1966. The Recall@20 for this run was relatively low at 0.0732,
and MAP was modest at 0.0783. These results suggest that manual
query expansion, combined with summarization controlled by the
number of passages parameter, can lead to some improvement in
ranking and retrieval effectiveness.

A slight improvement in performance was observed with the con-
figuration dcu_manual_qe_summ_ptkb_TopP_3, which achieved

an ndcg@5 of 0.2397, an ndcg of 0.2066, and a MAP of 0.0867. How-
ever, Recall@20 remained low at 0.0183. The modest increase in
ndcg and MAP indicates that incorporating a PTKB enhances ranking
ability, although recall remains constrained.

In contrast, the configuration dcu_auto_qe_key_topP-50_topK-5
produced the poorest results across all metrics, with an ndcg@5 of
0.0878, an ndcg of 0.0830, Recall@20 of 0.0267, and MAP of 0.0305.
These results highlight the limitations of automatic query expan-
sion based on the number of passages (P) and the number of key
terms selected (K), which led to a significant decline in performance.
The low ndcg and MAP values suggest the approach struggles to rank
relevant documents effectively, while the weak recall emphasizes
its inability to retrieve a broad set of relevant results. This indi-
cates that, without further refinements, automatic query expansion
with these settings is less effective than manual methods, especially
for complex retrieval tasks. The configuration dcu_auto_qre_sim,
which utilizes similarity-based query expansion, showed moderate
improvement over the previous automatic method. With an ndcg@5
of 0.1632, ndcg of 0.1559, Recall@20 of 0.0491, and MAP of 0.0662,
this approach improved ranking quality. However, the results still
fell short of those from the manual runs. The gains in ndcg and MAP
suggest that similarity-based expansion can enhance the relevance
of top-ranked results, though it remains limited in terms of recall
and overall retrieval effectiveness.

The configuration dcu_auto_qe_summ_TopP_3, which combines
automatic query expansion with summarization, performed worse
across all runs. It achieved an ndcg@5 of 0.0443, ndcg of 0.0376,
Recall@20 of 0.0111, and MAP of 0.0107. These results indicate that
automatic query expansion, when paired with summarization, does
not improve performance and may even hinder retrieval quality.
The low ndcg and MAP values reflect poor ranking and precision,
while the weak recall further suggests that the system is not re-
trieving enough relevant documents, particularly at higher ranks.

Finally, the configuration dcu_auto_qe_summ_ptkb_TopP_3which
uses automatic query expansion with PTKB-based summarization,
showed even worse results than its manual counterpart, with an
ndcg@5 of 0.0294, an ndcg of 0.0227, Recall@20 of 0.0083, and MAP
of 0.0052. This configuration performed the poorest across all met-
rics. The extremely low ndcg and MAP values indicate poor ranking
and precision, and the very low recall further suggests that the
system fails to retrieve a sufficient number of relevant documents,
even when using PTKB-based summarization. This result highlights
the challenges of automatic summarization and query expansion
when combined, particularly when not fine-tuned for the task at
hand.

Table 2, presents the results for various retrieval system configu-
rations in the PTKB provenance ranking task. The run dcu_auto_qre_
sim consistently outperforms the other configurations across all
metrics. It achieves the highest ndcg@5 (0.2871) and ndcg (0.2755),
indicating superior ranking relevance, especially for the top-ranked
results. Additionally, dcu_auto_qre_sim leads in Recall@20 (0.2683),
suggesting that it retrieves a higher proportion of relevant items
within the first 20 results. In comparison, the other runs dcu_auto_qe
_key_topP-50_topK-5, dcu_auto_qe_summ_TopP_3, and dcu_auto
_qe_summ_ptkb_TopP_3—show relatively similar performance, with
dcu_auto_qe_key_topP-50_topK-5 performing slightly better than
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Table 1: Performance of different configurations run on the Passage Ranking task. Bold and Italic indicate the best result and
the second best result

Submitted Runs iKAT2024
ndcg@5 ndcg Recall@20 MAP

dcu_manual_qe_summ_TopP_3 0.2174 0.1966 0.0732 0.0783
dcu_manual_qe_summ_ptkb_TopP_3 0.2397 0.2066 0.0183 0.0867
dcu_auto_qe_key_topP-50_topK-5 0.0878 0.0830 0.0267 0.0305
dcu_auto_qre_sim 0.1632 0.1559 0.0491 0.0662
dcu_auto_qe_summ_TopP_3 0.0443 0.0376 0.0111 0.0107
dcu_auto_qe_summ_ptkb_TopP_3 0.0294 0.0227 0.0083 0.0052

Table 2: Performance of different configurations runs on PTKB Provenance task. Bold and Italic indicate the best result and the
second best result

Submitted Runs iKAT2024
ndcg@5 ndcg Recall@20 MAP

dcu_auto_qe_key_topP-50_topK-5 0.2754 0.2622 0.2416 0.1915
dcu_auto_qre_sim 0.2871 0.2755 0.2683 0.2044
dcu_auto_qe_summ_TopP_3 0.2697 0.2582 0.2494 0.1939
dcu_auto_qe_summ_ptkb_TopP_3 0.2615 0.2508 0.2418 0.1966

the others across all metrics. Despite the relatively close perfor-
mance among the remaining runs, dcu_auto_qre_sim stands out
as the most effective configuration overall.

Manual runs utilizing PTKB and integrating knowledge through
summarization, consistently outperformed other configurations,
particularly in terms of ndcg and MAP. These methods demonstrated
effectiveness in improving ranking quality and relevance in top
results, although recall remained a challenge. In contrast, auto-
matic configuration using key terms-based knowledge extraction
produced the poorest results, highlighting the limitations of these
settings for complex retrieval tasks. Query Enrichment with highly
similar historical queries yielded modest improvements over the
weaker automatic configurations, suggesting that similarity-based
methods could offer a viable alternative for enhancing retrieval
performance.

7 Conclusions and Further Work
The experiment highlights the significant impact of query reformu-
lation using various knowledge integration techniques on retrieval
performance. Manual methods, particularly when enhanced using
PTKB followed by summarization-based knowledge integration,
yielded the best results, suggesting that manual interventions re-
main valuable in complex retrieval tasks. Automatic configuration,
while potentially scalable, requires further refinement to achieve
comparable performance, especially in terms of recall and ranking
quality. Future work should focus on exploring more robust ways of
integrating additional knowledge during the search process so that
the CS systems can better understand the user information need
and subsequently take informed action to enhance both retrieval
and relevance.
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