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ABSTRACT
The Recherche Appliquée en Linguistique Informatique (RALI)
team has participated in the 2023 TREC Interactive Knowledge
Assistance Track (iKAT). This paper introduces our approaches and
reports our results on the passage ranking task. The most challeng-
ing in conversational information seeking is to reveal the user’s
real search intent. To tackle these challenges, we employ a com-
bination of query rewriting and query expansion techniques to
rephrase conversational queries using generative language models
in both supervised and zero-shot manner. Furthermore, to establish
a connection between query reformulation and the retrieval pro-
cess, we implement a knowledge infusion mechanism to enhance
both procedures during training. The outcome of our efforts yields
impressive results, with an nDCG@5 score of 16.24% and an MRR
of 32.75% in our best-performing experiments. Besides, we also
explore the impact of personal information on the search results
based on GPT-4, showing that not all query turns are associated
with personalized information needs.
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1 INTRODUCTION
Conversational information seeking is an emerging area within
information retrieval that is poised to become the future of search
engines [6]. The TREC Interactive Knowledge Assistance Track
(iKAT) is dedicated to the advancement of collaborative information-
seeking conversational agents capable of customizing their re-
sponses based on their understanding of and interaction with the
user. Specifically, iKAT strives to support multi-path, multi-turn,
multi-perspective conversations. This means that the nature of the
conversation not only depends on prior responses but also on the
user, taking into account their background, perspective, context,
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and more. As diverse individuals engage in querying on various
topics, systems must construct a comprehensive profile of the user
to address their information requirements effectively.

In the conventional conversational search, the primary challenge
lies in the fact that queries are often context-dependent, emphasiz-
ing the need to comprehend the search intent within the conversa-
tional context. To tackle this issue, current methods can be roughly
divided into two categories. The first group involves using the en-
tire context as a query and training a model to assess the relevance
between the context and passages [11, 17, 21, 24, 31]. However, this
approach necessitates additional training of the retriever to take
the long context as input, which is not always practical [18]. In
practice, what is typically available is a general retriever, such as
an ad-hoc search retriever, that utilizes a standalone query. The sec-
ond group of approaches focuses on generating a de-contextualized
query using query reformulation techniques [5]. This type of query
can be employed with any off-the-shelf retrievers.

In the existing literature, two primary categories of query re-
formulation techniques have been extensively explored, i.e., query
rewriting and query expansion. In the case of query rewriting, a
generative model is employed to rephrase the current query in a
manner that resembles a human-rewritten query, as demonstrated
in previous studies [26, 30]. On the other hand, query expansion
concentrates on enlarging the current query by incorporating con-
textually relevant terms [10, 27]. Although both methods exhibit
promising outcomes, they have typically been investigated as sepa-
rate approaches. There are two noteworthy limitations: (1) Query
rewriting and query expansion can yield distinct outcomes. Query
rewriting is particularly effective for addressing ambiguous queries
and adding missing tokens, whereas query expansion focuses on
supplementing the query with additional information. Both of these
effects are valuable for query reformulation, making it advanta-
geous to utilize both techniques. (2) Previous query rewriting mod-
els have primarily been optimized to generate human-rewritten
queries, independently of the passage ranking task. While human-
rewritten queries often outperform the original ones, research has
demonstrated that they may not always serve as the most effective
search queries on their own, as highlighted in prior studies[20, 28].
Therefore, it is valuable to incorporate additional criteria directly
linked to ranking performance when reformulating a query.

To improve the retrieval effectiveness of the reformulated queries
in conversational search, Mo et al. [20] propose ConvGQR, a new
Generative Query Reformulation framework for Conversational
search, which combines query rewriting with query expansion. We
follow this framework and extend the idea to leverage the large
language model (LLM) for the same goal.
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In addition to query rewriting based on human-rewritten queries,
the ConvGQR method also acquires the capability to generate
potential answers to the query, which can be subsequently used
for query expansion. This strategy is grounded in the understand-
ing that a passage containing the generated potential answer is
more likely to be relevant. This is because either the generated
answer itself is the correct answer, or it may co-occur with the cor-
rect answer within the same passage. During supervised training,
the query reformulation model is trained by incorporating both
query rewriting and query expansion criteria into the loss function.
Furthermore, the learning process for both query rewriting and
expansion is influenced by the information present in relevant pas-
sages through a carefully designed knowledge infusion mechanism.
This encourages the query generation process to yield improved
search performance. We conduct the experiments training on the
QReCC [2] dataset and then evaluate the 2023 TREC iKAT test set.
Since the ConvGQR framework focuses on pure conversational
information seeking rather than considering the personalized el-
ements in the 2023 TREC iKAT, we further implement GPT-4 to
implicitly select the personal textual knowledge base (PTKB) pro-
vided in the dataset to explore the impact of such information for
search results.

2 RELATEDWORK
Conversational search is primarily approached through two key
methods: conversational query rewriting (CQR) and conversational
dense retrieval (CDR). CQR focuses on converting context-dependent
queries in a search session into independent queries. This is achieved
through techniques such as selecting relevant tokens from the
search session [13, 23, 27] and training a generative rewriter model
using human-rewritten queries paired with their corresponding
sessions [12, 14, 26, 30]. Some studies incorporate reinforcement
learning [3, 29] or ranking signals [15, 20] to align the generation
process with the downstream search task. In contrast, CDR employs
conversational search session data to carry out end-to-end dense
retrieval. To enhance conversational search performance, advanced
techniques like context denoising [9, 16, 18, 21, 22, 24, 31], data aug-
mentation [4, 11, 17], and the identification of challenging negative
examples [8] have been explored.

3 METHODOLOGY
We implement two methods with the same idea of combining query
rewriting and query expansion for query reformulation. On one
hand, we inherit the ConvGQR framework to train the model which
includes three parts: (1) Query rewriting to approach the human-
rewritten query (Sec. 3.1.1). (2) Query expansion based on the gen-
erated potential answer (Sec. 3.1.2). (3) Knowledge infusion mecha-
nism that connects the optimization for both query reformulation
and passage retrieval (Sec. 3.2). On the other hand, we try to lever-
age the powerful capacity of the large language model to perform
zero-shot query reformulation (Sec. 3.3), which directly generates
the rewritten queries and the expansion part based on the given
conversational session context.

3.1 Query Reformulation
Both query rewriting and expansion leverage the historical context
𝐶𝑡 = {𝑞𝑡 , 𝑎𝑡 }𝑖−1𝑡=1 combined with the current query 𝑞𝑖 as their input.
Similar to the input format employed in Mo et al. [20], a separation
token, denoted as “[SEP]”, is introduced between each turn, and
the turns are concatenated in reverse order, as described in Eq. 1.

[CLS] 𝑞𝑖 [SEP] 𝑞𝑖−1 · · ·𝑞1 [SEP]. (1)

3.1.1 Query Rewriting. The query rewriting model aims to estab-
lish a functionH(𝐶𝑡 , 𝑞𝑖 ) = 𝑞∗ using a generative pre-trained lan-
guage model (PLM), where 𝑞∗ represents the sequence employed as
the supervision signal, typically a human-rewritten query from the
training data. This function,H , essentially seeks to incorporate the
information present in 𝐶𝑡 but absent in 𝑞𝑖 in order to approximate
𝑞∗. In essence, the overall objective can be understood as the opti-
mization of the parameter 𝜃H of the functionH through maximum
likelihood estimation:

𝜃H = argmax
𝜃H

𝑖−1∏
𝑡=1

Pr
(
𝑞∗ |H{𝐶𝑡 , 𝑞𝑖 }, 𝜃H

)
. (2)

3.1.2 Query Expansion. Recent research has shown that the PLMs
possess the capability to directly provide responses to questions,
functioning as a closed-book question-answering system [1] by
utilizing their stored knowledge. Although the accuracy of these
generated answers is not guaranteed, the potential answers can still
serve as valuable expansion terms [19]. These expansion terms can
guide the search process toward a passage containing the potential
answer or a similar response. To train the generation process, we
employ the correct answer, denoted as 𝑎∗, for each query turn as
the training objective. Depending on the dataset, 𝑎∗ could be a
concise entity, a continuous text segment, or even non-contiguous
text segments. During the inference stage for a new query, the
potential answers are generated by the query expansion model and
then used to augment the previously rewritten query.

The resulting reformulated query is created by combining both
the rewritten query and the potential answer that is generated. Both
of the generative PLMs used for the rewriting and expansion goal
are fine-tuned by minimizing the negative log-likelihood loss to
predict the respective target. This is done with an input sequence
{𝑤𝑙 }𝐿𝑙=1 as described in Eq. 3, although they are trained with distinct
data.

Lgen = −
𝐿∑︁
𝑙=1

log
(
Pr(𝑤𝑙 |𝑤1:𝑙−1,𝐶

𝑡 , 𝑞𝑖 )
)
. (3)

3.2 Knowledge Infusion
A significant drawback in the current generative conversational
query reformulation methods is their lack of consideration for the
dependency between generation and retrieval, where they are typi-
cally trained in isolation. To overcome this limitation, a knowledge
infusion mechanism is introduced aiming at enhancing the training
of both query reformulation and search tasks. The underlying idea
is to require the generative model to produce a query representa-
tion that is close to that of a relevant passage. By ensuring that
the hidden states of the generative model encapsulate information
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Method MRR NDCG@3 NDCG@5 NDCG P@20 Recall@20 Recall MAP

ConvGQR 0.3275 0.1654 0.1624 0.1518 0.1421 0.0611 0.2034 0.0551
LLMConvGQR 0.3224 0.1318 0.1338 0.1200 0.1169 0.0523 0.1621 0.0461

Table 1: Performance of dense retrieval with two generative query reformulation methods on 2023 TREC iKAT test set. The
version of the relevance judgment file is the newest released “pruned_qrels”.

Dataset Split #Conv. #Turns(Qry.) #Collection

QReCC Train 10,823 63,501 54MTest 2,775 16,451

iKAT-23 Train 11 95 12MTest 25 332
Table 2: Statistics of conversational search datasets.

from relevant passages, the queries generated using these represen-
tations have the potential to enhance search performance due to
the increased semantic similarity.

To accomplish this objective, an effective approach involves
integrating the knowledge embedded in the relevant passage rep-
resentation into the query representation while fine-tuning the
generative PLMs. Specifically, we initiate the process by employing
an off-the-shelf retriever, serving as an encoder, to generate a rep-
resentation v𝑝+ for the relevant passage. To ensure consistency, the
retriever used here is identical to the one employed for the search
process. Consequently, the representation space for passages re-
mains consistent for both query reformulation and retrieval phases.
After encoding the session query representation v𝑆 using the gen-
erative model, we distill the knowledge from v𝑝+ and integrate it
into v𝑆 by minimizing the Mean Squared Error (MSE), as indicated
in Eq. 4. Both v𝑆 and v𝑝+ are sequence-level representations based
on the first special token “[CLS]”. Ultimately, the overall training
objective, denoted as Ltotal, encompasses both the query genera-
tion loss LQG, and the retrieval loss LR. To balance the impact of
query generation and retrieval, a weight factor 𝛼 is employed.

LR = MSE(v𝑆 , v𝑝+ ), (4)
Ltotal = LQG + 𝛼 · LR . (5)

3.3 Large Language Model for Zero-Shot Query
Reformulation

Both query rewriting and query expansion involve text genera-
tion processes. Consequently, we have extended our approach to
harness Large Language Models (LLM) for zero-shot query reformu-
lation. Specifically, we have devised instructions to guide the LLM
in generating the desired text, which includes the rewritten query
and expansion parts (potential answers). The process involves ini-
tially generating the rewritten query and then using it to generate
the expanded portion. The instruction templates follow the format
[Instruction, Input Context, Restriction] for both query rewriting and
query expansion. The instructions for these tasks are as follows:
“Given the historical queries [𝑞1, 𝑞2, ..., 𝑞𝑛−1], rewrite the current

query 𝑞𝑛 to be under 64 tokens” and “Given the rewritten query 𝑞′𝑛 ,
generate an answer that is under 64 tokens”.

To explore the impact of PTKB information on the search results,
we implement GPT-4 to implicitly select PTKB for personalized
query reformulation. The procedure contains two stages: selection
then reformulation. Specifically, we first prompt the GPT-4 to select
the relevant sentences in PTKB for the current query turn, then
incorporate the selected user information with the input context to
perform the query reformulation.

4 EXPERIMENT
4.1 Experimental Setup
4.1.1 Datasets. We use the relevant judgment for passage ranking
in the test set from TREC iKAT for evaluation. For the supervised
learning manner, we use the human-rewritten query and gold an-
swer annotations in the QReCC dataset to train the models. The
statistic is shown in Table 2.

4.1.2 Implementation Details. For supervised learning manner, we
implement the generative language models for query reformulation
based on T5-base [25] models. We use the QReCC dataset to fine-
tune the generative PLMs and keep the dense retriever frozen when
acting as a passage encoder. For the zero-shot manner, on one
hand, we directly leverage ChatGPT (gpt-turbo-3.5) to generate
a rewritten query and its answer as an expansion for each query
turn. On the other hand, we leverage GPT-4 to select PTKB for
personalized query reformulation. The dense retrieval is performed
using Faiss [7].

4.2 Experimental Results
The experimental results of our two main methods without consid-
ering personal information are evaluated officially and reported in
Table 1. Initially, we can see the overall performance of ConvGQR is
better than LLMConvGQR, which shows the fine-tuning paradigm
is still efficient and the LLM-based method can be further optimized
by designing a better prompt template. Besides, we observe that the
NDCG@1000 is better than NDCG@100 in both methods, which
means the relevant passages are ranked behind and the ranking
results still have room for improvement. Nevertheless, we do not
consider the user profiles for query reformulation in these two
methods, since the relevant judgment annotation does not consider
the personalized information.

4.3 Impact of PTKB for Query Reformulation
The results of the impact of using PTKB for personalized query
reformulation are shown in Table [? ]. We observe that not using
PTKB performs better than with such information, which indicates
that not all query turns are necessarily associated with personalized
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Method MRR NDCG@3 NDCG@5 NDCG P@20 Recall@20 Recall MAP

GPT-4 w/. PTKB 0.1418 0.0562 0.0564 0.1108 0.0526 0.0260 0.2006 0.0249
- expansion 0.2748 0.1217 0.1222 0.2001 0.1263 0.0642 0.3269 0.0613

GPT-4 w/o PTKB 0.2151 0.0910 0.0903 0.1436 0.0805 0.0425 0.2354 0.0429
- expansion 0.2968 0.1295 0.1138 0.1992 0.1207 0.0606 0.3213 0.0529

Table 3: Performance of dense retrieval using GPT-4 with or without PTKB information on 2023 TREC iKAT test set.

information needs in this dataset and more proper approaches
should be designed for the usage of PTKB. Besides, we find that
not incorporating the generated answers as an expansion achieves
better results. This might be attributed to the generated answers by
LLM containing additional noise and a filter mechanism is desired
before leveraging the generated expansion.

5 CONCLUSION AND FUTUREWORK
In this paper, we present our solution to the 2023 TREC iKAT pas-
sage ranking task focusing on implementing the query reformula-
tion technique. The query reformulation procedure combines query
rewriting and query expansion based on the supervised trained
model or large language model in a zero-shot manner. The overall
results show that the small-size fine-tuned model performs better
than the large language model. Besides, we analyze the impact of
considering the personal text knowledge base (PTKB) for query
reformulation, which indicates that not all query turns are asso-
ciated with personalized information needs. Thus, a mechanism
to determine whether a query is involved with the personalized
element is desirable in future work.
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