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Abstract
This paper describes the submissions of the
EMA31 team from the MALNIS2 lab to the
TREC 2023 Clinical Trials Track. In our ap-
proach to the TREC clinical trial matching
problem, we use a two-stage process for effec-
tively ranking and re-ranking clinical trials per-
taining to a specific disorder. First, we identify
candidate trials by matching normalized medi-
cal terms and non-negated inclusion/exclusion
criteria to the disorder. Then, we rank the can-
didates using weighted relevance scores based
on cosine similarity between contextual embed-
dings of the disorder and trial criteria. We use
three different weighting schemes to compute
a matching score. The unique aspect of our
approach lies in the innovative use of these cri-
teria to filter clinical trials and in the weighted
relevance scoring, which reflects the varying
importance of inclusion and exclusion crite-
ria. Once we have computed the weighted rel-
evance score for each candidate clinical trial,
we rank the clinical trials by their score. Our
submission performs better in terms of Preci-
sion@10 and NDCG-cut-10 than the median
scores of the TREC 2023 Clinical trials track.

1 Introduction

Clinical trials are essential for developing new med-
ical treatments, but they are often delayed or even
canceled due to difficulty recruiting enough pa-
tients. This is because traditional recruitment meth-
ods, such as direct contact with clinical specialists
or searching the electronic health record, can be
inefficient and time-consuming.

Recently, patients have become more involved in
the clinical trial process, and they are increasingly
using online resources to search for and enroll in
trials. The 2023 TREC Clinical Trials track simu-
lates this scenario by providing participants with a
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simulated questionnaire that a patient or clinician
would fill out to identify eligible trials. Participants
are then challenged to retrieve relevant clinical tri-
als from ClinicalTrials.gov, a registry of clinical
trials in the United States. This task is difficult
because clinical trial descriptions can be quite long
and complex, and the most important information
for determining eligibility is often buried in the
inclusion/exclusion criteria.

In this track, the evaluation will be broken down
into three categories: eligible, excluded, and not
relevant. This will allow participants to develop
retrieval methods that can distinguish between pa-
tients who do not have enough information to qual-
ify for a trial (not relevant) and those who are ex-
plicitly excluded (excludes).

The unique idea in our approach is to use the
inclusion and exclusion criteria to filter the clinical
trials and to weight the relevance score based on
the importance of the inclusion and exclusion crite-
ria. This allows us to rank the clinical trials more
accurately and efficiently. Our proposed procedure
has several benefits. First, it is comprehensive, as it
ranks all clinical trials for a given disorder, regard-
less of their status (active, recruiting, completed,
etc.). Second, it is accurate, as it uses transformer
embeddings to compute the relevance score (Han
et al., 2021). Transformer embeddings are a state-
of-the-art word embedding technique that is known
to produce accurate results. Third, it is efficient, as
it uses a two-stage process to filter and rank the clin-
ical trials. This allows us to reduce the number of
clinical trials that need to be ranked, which makes
the ranking process more efficient. Our proposed
procedure can be used in a variety of applications.
One application is in clinical trial matching: Our
procedure can be used to match patients with suit-
able clinical trials. This can be helpful for patients
who are looking for clinical trials to participate in,
as well as for researchers who are recruiting pa-
tients for their clinical trials. The other application



Figure 1: Questionnaire Template

is clinical trial prioritization: Our procedure can be
used to prioritize clinical trials for funding or other
resources. This can be helpful for funding agencies
and other organizations that need to decide which
clinical trials to support. The third application is in
clinical trial landscape analysis: Our procedure can
be used to analyze the clinical trial landscape for a
given disorder. This can be helpful for researchers
who are trying to identify gaps in the clinical trial
landscape and to develop new clinical trials.

2 Problem Description and Dataset

The general problem in this study is information
retrieval and ranking. Given 40 topics where each
topic represents patient information, rank the pro-
vided clinical trials such that clinical trials that are
suitable for the given patient (topic) are ranked
higher. The only information available for a pa-
tient is the topic, which consists of the diagnosis,
questions, and answers related to the diagnosis.

The topics for the track consist of synthetic pa-
tient descriptions based on questionnaire templates.
They come in 8 formats covering 8 different dis-
orders and are similar to the template shown in
Fig 1. The answers to questions are optional. The
questions/answers are specific to each disorder.

The topic covers the following disorders, a to-
tal of 40 topics, 5 each for every disorder: Glau-
coma, Anxiety, Chronic obstructive pulmonary dis-
ease (COPD), Breast cancer, COVID-19, Rheuma-
toid arthritis, Sickle cell anemia, and Type 2 dia-
betes. Question templates for Glaucoma, COPD,
COVID-19, Rheumatoid arthritis, Type 2 Diabetes,
Anxiety, Breast cancer, and Sickle cell anemia are
in the Appendix B.

The 40 topics are available in XML format, as
Fig 2 demonstrates an example topic.

For the trials, the May 2023 snapshot of Clini-
calTrials.gov is used as the corpus, which includes

Figure 2: An example of XML topic format

52,130 clinical trials and is provided as 5 single
zip files. The 40 topics need to be matched against
these trials.

3 Background

Previous TREC tracks have focused on retrieving
clinical trials, but the 2023 track is the most realis-
tic and challenging to date. It provides participants
with a simulated questionnaire that a patient or
clinician would fill out and then challenges them
to retrieve relevant clinical trials from ClinicalTri-
als.gov. This is a difficult task because clinical
trial descriptions can be quite long and complex.
The TREC Clinical Trials Track is not the first
TREC track to focus on retrieving clinical trials.
Previous iterations of TREC included the Clinical
Decision Support (CDS) Tracks in 2014-2016 and
the Precision Medicine Track in 2017-2020. These
tracks focused on retrieving relevant abstracts of
scientific publications from PubMed and evidence-
based treatment literature and clinical trials, respec-
tively (Simpson et al., 2014; Roberts et al., 2019).
In the clinical trial task in 2016, they introduced
a dataset with relevant judgments for topics from
TREC CDS 2014 and a set of clinical trials from a
snapshot of the ClinicalTrials.gov registry (Koop-
man and Zuccon, 2016). They also introduced the
use of ad-hoc queries, which are constructed by
asking domain experts to write down what they
would normally use as queries when searching for
potential trials that are suitable for a patient. Their
empirical results showed that ad-hoc queries out-
perform full-text or summarized-text queries. In
other words, the 2023 TREC Clinical Trials Track
builds on previous TREC tracks by providing par-
ticipants with a more realistic and challenging task:



retrieving relevant clinical trials from ClinicalTri-
als.gov based on a simulated questionnaire that a
patient or clinician would fill out.

4 Our Model

Our proposed two-stage procedure ranks clinical
trials for a given disorder based on their relevance
to the disorder. We divide our approach into two
stages.

4.1 First Stage
In the first stage, we identify all clinical trials that
include the disorder in the conditions column. We
then extract the negated & non-negated inclusion
and exclusion criteria (using negspaCy (Pizarro,
2023)) from the eligibility criteria column and nor-
malize them by converting them into UMLS Con-
cept IDs (Bodenreider, 2004; Saeidi et al., 2023)
by using ScispaCy (Neumann et al., 2019; Saeidi
et al., 2022). Similarly, we converted the terms in
the patient profiles into UMLS Concept IDs and
searched for these IDs among those identified in
the clinical trial description. The trials were ranked
based on the number of matches of Concept IDs.
The rank score was then calculated by finding the
natural log of the index of each trial subtracted
from the total number of documents. The output
of this stage is a list of candidate clinical trials that
are likely to be relevant to the disorder.

4.2 Second Stage
In the second stage, we compute a relevance score
for each candidate clinical trial. The relevance
score is based on the cosine similarity between the
contextual embeddings of the topic sentences for
the disorder and the inclusion and exclusion criteria.
Figure 4 illustrates the two cosine similarity ma-
trices we utilize to compute relevance scores. The
complete pipeline for the second stage is illustrated
and described in Figure 3. We use the contextual
word embeddings from the Transformers model
trained on a large corpus of text (Reimers and
Gurevych, 2019; Devlin et al., 2018; Saeidi et al.,
2021b). The relevance score weighs inclusion
and exclusion criteria differently, with each strat-
egy affecting the ranking of candidate trials. The
relevance scoring functions are discussed in sec-
tion 4.2.1. Once we have computed the weighted
relevance score for each candidate clinical trial, we
rank the clinical trials by their scores. The clinical
trials with the highest scores are the most relevant
to the disorder.

4.2.1 Relevance Scoring Functions
We consider three relevance scoring functions each
of which operates on cosine similarity matrices.
Let I be the inclusion matrix, where Iij represents
the similarity between extracted topic sentence i
and inclusion criteria sentence j. Similarly, let E
be the exclusion matrix, where Eij represents the
similarity between topic sentence i and exclusion
criteria sentence j. Figure 4, illustrates an example
of cosine similarity matrices.

Naive High Precision Score: It is denoted as
Snaive and is based on setting a threshold for match-
ing. For a given clinical trial is computed as fol-
lows:

1. For each inclusion criteria sentence j, we
check if it is satisfied by one or more topic
sentences. If at least one topic sentence has
a similarity greater than or equal to a thresh-
old (T ) with the inclusion criteria sentence, it
is considered satisfied.

2. Each satisfied inclusion criteria sentence is
given a score of 1. This is represented as
Isatisfied, where Isatisfied is a binary matrix
indicating which inclusion criteria sentences
are satisfied.

3. If there are exclusion criteria sentences (i.e.,
E is no None and has at least one exclusion
criteria sentence), we check if any topic sen-
tence has a similarity greater than or equal
to the threshold with any exclusion criteria
sentence. If this condition is met, we set the
exclusion score (Escore) to -1, indicating that
the trial is excluded due to one or more exclu-
sion criteria.

The final score (Snaive) for the clinical trial is com-
puted as follows:

Snaive =
1

N

N∑
i=1

Isatisfiedi + Escore

Where:

• N is the number of inclusion criteria sen-
tences.

• Isatisfiedi is 1 if the i-th inclusion criteria sen-
tence is satisfied, 0 otherwise.

• Escore is -1 if any exclusion criteria are satis-
fied, 0 otherwise.
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Figure 3: Stage 2 Re-ranking Pipeline uses Cosine Similarity matrices for {Criteria, Topic Sentences}. Stage 2,
re-ranking can be divided into 4 steps. The first step involves pre-processing candidate trials and disorder topics.
The itemized inclusion and exclusion criteria are obtained using regex parsing and heuristics. The topics XML file
is parsed, and the question responses are converted into sentences using the OpenAI (OpenAI, 2023) generative
model. The prompt description and the outputs are described in appendix A. The second step is to convert the text
from the 3 sources (inclusion, exclusion, and topic sentences) into embeddings using Sentence BERT(Reimers and
Gurevych, 2019). Given the candidate trials, we compute two cosine similarity matrices I and E of dimensions
|T | × |I| and |T | × |E|, where |T |, |I|, and |E| are the number of topic sentences, inclusion, and exclusion criteria,
respectively. The relevance ranking score is a function of cosine similarity matrices I and E, which provide a score
for each candidate trial based on the topic. The final step is to normalize the ranking scores and sort the clinical
trials based on their relevance scores.

The score (Snaive) is a naive measure of the rele-
vance of the clinical trial, where a negative score or
zero score indicates exclusion due to the presence
of exclusion criteria, and a positive score indicates
inclusion based on the satisfaction of inclusion cri-
teria. We use a threshold of 0.5 to compute this
score.

Weighted Relevance Score: It is denoted as
Sweighted and does not require any threshold for
matching. It assigns a higher weight to exclusion
criteria by taking the maximum value in the ex-
clusion matrix and subtracting it from the average
cosine similarities in the inclusion matrix. A neg-
ative score indicates that the topic sentences are
more closely aligned with the exclusion criteria
than the inclusion criteria. The scoring process can
be summarized as follows:

1. Compute the average cosine similarity in the
inclusion matrix I , where Iij represents the
similarity between topic sentence i and inclu-
sion criteria sentence j. The inclusion score

is given by:

IScore =
1

NT

N∑
i=1

T∑
j=1

Iij

where N is the number of inclusion criteria
sentences and T is the number of topic sen-
tences.

2. Compute the maximum cosine similarity in
the exclusion matrix E, where Eij represents
the similarity between topic sentence i and
exclusion criteria sentence j. The exclusion
score is given by:

EScore = max
i

(Eij)

3. Calculate the final score as the difference be-
tween the inclusion score and the exclusion
score:

Sweighted = IScore − EScore

The Sweighted score provides a measure of rel-
evance for the clinical trial. A negative score in-
dicates that the topic sentences are more aligned
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Figure 4: Example Cosine Similarity matrices, We uti-
lize two cosine similarity matrices to compute ranking
score, I and E for {inclusion criteria, topic sentences}
similarity and {exclusion criteria, topic sentences} simi-
larity respectively.

with the exclusion criteria than the inclusion crite-
ria. This score gives more weight to the exclusion
criteria and penalizes matching with the exclusion
criteria.

Balanced Relevance Score: It is denoted as
Sbalanced and does not require any threshold set-
ting for matching. It calculates a balanced rele-
vance score for a clinical trial by considering both
inclusion and exclusion criteria equally. This scor-
ing function aims to find a balance between the two
criteria, with a negative score indicating that the
topic sentences are more aligned with the exclusion
criteria than the inclusion criteria.

The scoring process can be summarized as fol-
lows:

1. Compute the average cosine similarity in the
inclusion matrix I , where Iij represents the
similarity between topic sentence i and inclu-
sion criteria sentence j. The inclusion score
is given by:

IScore =
1

NT

N∑
i=1

T∑
j=1

Iij

where N is the number of inclusion criteria
sentences and T is the number of topic sen-
tences.

Run P-10 MAP Reciprocal-rank
stage1ema 0.4595 0.0992 0.6296
nnrema3 0.4865 0.0949 0.6277
brsema3 0.6270 0.1366 0.8242
wrsema3 0.5676 0.1249 0.7803

Table 1: Mean Precision-10 (P-10), Mean Average Pre-
cision (MAP), and Reciprocal Rank for the submitted
runs. ’stage1ema,’ ’nrema3,’ ’brsema3,’ and ’wresema3’
refer to stage1 (no re-ranking), naive relevance ranking,
balanced relevance ranking, and weighted relevance
ranking, respectively.

2. Compute the average cosine similarity in the
exclusion matrix E, where Eij represents the
similarity between topic sentence i and exclu-
sion criteria sentence j. The exclusion score
is given by:

EScore =
1

KT

K∑
i=1

T∑
j=1

Eij

where K is the number of exclusion criteria
sentences and T is the number of topic sen-
tences.

3. Calculate the combined score as the difference
between the inclusion score and the exclusion
score:

Sbalanced = IScore − EScore

The Sbalanced provides a balanced assessment
of the clinical trial’s relevance, considering both
inclusion and exclusion criteria. A negative score
suggests that the trial may align more with the ex-
clusion criteria, while a positive score indicates
stronger alignment with the inclusion criteria. This
scoring function is designed to offer a more bal-
anced evaluation of clinical trial relevance, allow-
ing for a nuanced assessment of trial suitability.

5 Evaluation and Results

In this work, we were allowed to submit up to 5
runs. For each topic, we had to provide a maximum
of 1000 clinical trials for which the patient was
most suitable. We submitted 4 runs, with three runs
involving re-ranking the candidate trials from stage
1, while the first run represents the output from
stage 1.

The results of our runs are summarized in Table
1, which reports TREC evaluation metrics: Preci-
sion at 10 (P-10), Mean Average Precision (MAP),



Runs NDCG-cut-10
(min/median/max)

NDCG-cut-1000
(min/median/max)

Stage1 0.00 / 0.71 / 1 0.02 / 0.29 / 0.48
Naïve relevance rank 0.00 / 0.63 / 1 0.01 / 0.28 / 0.5
Balanced Relevance Rank 0.06 / 0.82 / 1 0.13 / 0.31 / 0.51
Weighted Relevance Rank 0.06 / 0.73 / 1 0.01 / 0.28 / 0.52

Across all Participants (Averaged over all topics) 0.01 / 0.64 / 0.92 0.00 / 0.39 / 0.54

Table 2: Minimum, median, and maximum of Mean Normalized Discounted Cumulative Gain (NDCG) scores
for the submitted runs. ’stage1ema,’ ’nrema3,’ ’brsema3,’ and ’wresema3’ refer to stage1 (no re-ranking), naive
relevance ranking, balanced relevance ranking, and weighted relevance ranking, respectively. We include the results
across all participants.

Runs Precision@10
(min/median/max)

Mean Average Precision
(min/median/max)

Reciprocal rank
(min/median/max)

Stage1 0.00 / 0.5 / 1 0.00 / 0.07 / 0.26 0.00 / 1 / 1
Naïve relevance rank 0.00 / 0.5 / 1 0.00 / 0.08 / 0.31 0.00 / 0.5 / 1
Balanced Relevance Rank 0.00 / 0.70 / 1 0.00 / 0.14 / 0.36 0.00 / 1 / 1
Weighted Relevance Rank 0.00 / 0.60 / 1 0.00 / 0.12 / 0.36 0.00 / 1 / 1

Across all Participants (Averaged over all topics) 0.00 / 0.39 / 0.88 0.00 / 0.09 / 0.25 0.01 / 0.53 / 1.00

Table 3: Minimum, median, and maximum of Mean Precision-10 (P-10), Mean Average Precision (MAP), and
Reciprocal Rank for the submitted runs. ’stage1ema,’ ’nrema3,’ ’brsema3,’ and ’wresema3’ refer to stage1 (no
re-ranking), naive relevance ranking, balanced relevance ranking and weighted relevance ranking, respectively. We
include the results across all participants.

Run NDCG-C-10 NDCG-C-1000
stage1ema 0.6003 0.2978
nrema3 0.6780 0.3029
brsema3 0.6376 0.2991
wrsema3 0.7246 0.3167

Table 4: Mean Normalized Discounted Cumula-
tive Gain (NDCG) scores for the submitted runs.
’stage1ema,’ ’nrema3,’ ’brsema3,’ and ’wresema3’ re-
fer to stage1 (no re-ranking), naive relevance ranking,
balanced relevance ranking, and weighted relevance
ranking, respectively.

and Reciprocal Rank. The distribution of the P-10,
MAP, and reciprocal rank is given in Table 3 and
visualized in Figure 5. Three out of the four sub-
missions outperform the median for all three eval-
uation metrics - P-10, Reciprocal Rank, and MAP.
The balanced relevance ranking and weighted rele-
vance ranking strategy run surpass the median trec
evaluation metrics across all submissions. Table 4
presents the Normalized Discounted Cumulative
Gain (NDCG) scores. The distribution of NDGC
scores is given in Table 2 and visualized in Fig-
ure 6. The run with a balanced relevance ranking
performs the best in terms of NDCG scores. Re-
ranking using any of the proposed methods im-

proves NDCG scores. In particular, re-ranking
using naive relevance scoring and weighted rel-
evance scoring outperforms the median scores of
the TREC 23 Clinical Trial Track.

The distribution of TREC evaluation metrics and
NDCG scores across topics is presented in Figure 5
and Figure 6.

6 Conclusion and Discussion

Our approach to the TREC clinical trial matching
problem uses a two-step process to rank and rerank
clinical trials for a particular disorder. First, we
identify all clinical trials that include the target dis-
order in their conditions column. We then extract
non-negated inclusion and exclusion criteria from
the eligibility criteria field for each trial. To rank
these trials against the given topics, we mapped
medical terms in the eligibility criteria to standard-
ized UMLS Concept IDs. We matched those to
the UMLS Concept IDs found in the given topics,
thus generating a list of candidate trials for the next
step.

In the second step, we calculate a weighted rele-
vance score for each candidate’s clinical trial. This
score is determined by measuring the cosine simi-
larity between contextual embeddings of the topic
sentences associated with the disorder and the cor-
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responding inclusion and exclusion criteria. We
consider three strategies to weigh the inclusion and
exclusion criteria, which reflect the varying impor-
tance of inclusion and exclusion criteria. Our sub-
mission performs better in terms of Precision@10
and NDCG-cut-10 than the median scores TREC
2023 Clinical trials track. Balanced relevance rank-
ing outperforms the other approaches in TRECE-
VAL median metrics.

For future direction, we can continue solv-
ing this trial ranking problem using deep learn-
ing algorithms, such as GCN (Kipf and Welling,
2016; Saeidi et al., 2021a), while employing pre-
trained embeddings on biomedical text, such as
BIOCBERT (Saeidi et al., 2022), and applying the
overlapping windowing approach in trials under-
standing (Saeidi et al., 2023). The other interesting
approach to follow is reinforcement learning which
might improve the results.
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A Prompt Description

Task Description: You are an expert concept identifier and linker. You are especially well-versed
in the clinical and medical domains. You will be given questionnaires filled by people with respect
to some conditions they have, such as "glaucoma." In this questionnaire, the responses are either
yes, no, or some numbers related to certain tests or diagnoses. Your job is to look at the responses
and convert the structured responses into sentences, preserving the original meaning. The sentences
should be useful for information retrieval using dense passage retrieval. Keep in mind that we need
to convert the short responses into sentences to match with clinical trial summaries or inclusion
and exclusion criteria of these trials extracted from clinicaltrials.gov. The general task we want to
solve is clinical trial matching, so extrapolating information from the responses may be useful, but
too much extrapolation can lead to false positives. Therefore, be careful when linking concepts
and relevant terminology. //XML lines Here//

Figure 7: Prompt description used for converting the questionnaire responses to sentences.

Input XML
<topic number="2" template="glaucoma">
<field name="definitive diagnosis">pigmentary</field>
<field name="intraocular pressure">15 mmHg</field>
<field name="visual field">normal</field>
<field name="visual acuity">20/50</field>
<field name="prior cataract surgery">no</field>
<field name="prior LASIK surgery">yes</field>
<field name="comorbid ocular diseases">macular degeneration</field>
</topic>

Output Sentences
Definitive diagnosis: The patient has pigmentary glaucoma.
Intraocular pressure: The patient’s intraocular pressure is 15 mmHg.
Visual field: The patient’s visual field is normal.
Visual acuity: The patient’s visual acuity is 20/50.
Prior cataract surgery: The patient has not undergone prior cataract surgery.
Prior LASIK surgery: The patient has undergone prior LASIK surgery.
Comorbid ocular diseases: The patient has macular degeneration in addition to glaucoma.

Figure 8: The output sentences obtained using prompting.



B Questionnaire Templates

Figure 9: Question Template for Glaucoma disorder

Figure 10: Question Template for Chronic obstructive pulmonary disease (COPD) disorder



Figure 11: Question Template for Covid19 disorder

Figure 12: Question Template for Rheumatoid Arthritis disorder

Figure 13: Question Template for Type 2 Diabetes disorder



Figure 14: Question Template for Anxiety disorder

Figure 15: Question Template for Breast Cancer disorder

Figure 16: Question Template for Sickle Cell Anemia disorder
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