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Abstract. In this papaer we go over our approach to TREC Clinical
Trials 2021. We discuss the architecture of our retrieval system. Specifi-
cally, we describe the used topic processing techniques. We recount the
structure of a document and our methods of interpreting and extracting
data from the document. This paper also covers the description of exper-
iments we proposed for TREC Clinical Trials 2021. We conclude with a
brief discussion of the obtained results.

1 Introduction

TREC Clinical Trials 2021 is a new TREC track, which fits into a line of clin-
ical support related tracks. It is a natural continuation of the Clinical Decision
Support (CDS) and Precision Medicine (PM) lines of tracks. In this edition, the
information retrieval systems are asked to interpret complex, written in medi-
cal, natural language descriptions of patients. Contrarily to the previous editions,
there is only a single entry for each patient. All the required medical information
about the patient is supposed to be contained within this natural language entry.
We use various techniques of regular expression based extraction and thesaurus
based extraction, in order to obtain the most relevant data from the description.
Processed topics are expressed as queries, which consist of a set of keywords.
Information retrieval system is then tasked to search the most relevant Clinical
Trials to the description of the patient. Clinical Trials are in a form of structured
documents, which contain various exclusion and inclusion criteria for the trial,
as well as the description of results obtained within the Clinical Trial. The doc-
uments are structured as JavaScript Object Notation files - a structure, which
consists of a set of key-value pairs. Certain data, such as title, description, in-
clusion and exclusion criteria of the trial, list of keywords, used intervention or
condition name are stored within designated parts of the document, which are
denoted with a specific key. This is a very often used notation in Information
Retrieval, however in classical approach, the number of key-value pairs is usually
smaller. Here we have several dozen of pairs, while in the classical approach there
are usually a few (such as title and body of the document), hence the assessment
of importance of certain pairs for retrieval is of the upmost value in this task.
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We have quite an experience in the medical search. We participated in TREC
CDS 2016 [6], TREC PM 2017, TREC PM 2018 track [4], TREC PM 2019 [5]
TREC PM 2020;and in bioCADDIE 2016 [3] . This track is unique in a sense it
mostly derives the information from fields of various types. In this contribution
we particularly focus on the source of the information, we try to choose the best
set of document fields for the task.

2 Retrieval Architecture

We propose a dedicated Retrieval Architecture, which consists of three major
layers. These layers compute the output for the following tasks:

1. Document Processing Layer - the main goal of this layer is the creation of
the Elasticsearch index, which contains all the information about the Clinical
Trials.

2. Topic Processing Layer - this layer is responsible of converting the input
topics into a set of representative keywords.

3. Information Retrieval Layer - finally we use Elasticsearch to convert the sets
of keywords into queries and perform the information retrieval task. This
layer uses a classical BM25 weighting schema.

Layers are implemented separately, thus each of the layers can be replaced.
We believe the modular implementation increases the robustness of the archi-
tecture. An overview of the application is illustrated in

2.1 Document Processing Layer

The document processing layer consists of three major components. First of
all the documents are processed with use of a dedicated XML processor. The
processor is implemented in C++ language, it is optimized towards the time
of the execution. Its sole task is to convert the XML documents into JSON
format. Once the documents are processed, a python script is used to filter out
noisy data. We use a dedicated set of regular expressions in order to perform
the preprocessing. Such prepared documents are ready to be used by a retrieval
system based on Elasticsearch. The last step consists of two parts. First of all,
we create an empty index. Then, we iterate over the list of created JSON files
and index each file separately.

2.2 Topic Processing Layer

The task of topic processing layer is to extract vocabulary from the topics. The
extracted vocabulary is used as a query in the Information Retrieval system. We
use three separate subsystems for the term extraction.

First one is based on the MeSH database [2]. In this subsystem we parse the
topic text and for each entry in in the MeSH database we search for equivalent
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Fig. 1. Retrieval System Architecture
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set of tokens within the text. We use the MeSH classifier entries denoted with
‘*NEWRECORD’ identifier. For each entry, we extract the main name of the
concept, denoted by ‘NM’ and its synonyms, denoted by ‘SN’. Similarly, we use
descriptor names denoted by ‘MH’ and ‘ENTRY’ identifiers. This approach is
very similar to Query Expansion using MeSH vocabulary [1], although, contrarily
to the Query Expansion, our goal is the extraction of the most informational
pieces of text.

The second subsystem uses a dedicated set of medical abbreviations. We use
search for the abbreviations in the topic text. Every matched abbreviation is
included in the query. Finally, we use a set of regular expressions in order to find
patient characteristics, such as his age or sex. Regular expressions are designed
in a way, which is able to capture the value and type of each characteristic.

2.3 Information Retrieval Layer

In this layer we perform the main Information Retrieval task. We employ the
BM25 framework, implemented in the Elasticsearch in order to generate retrieval
lists. It should be noted that we use various document fields in the information
retrieval. We use a set of fields, which consists of keywords and specific terms,
such as “MeSH terms” or “keywords”; as well as fields, which contain natural
language passages, such as “description” or “title”. For each field, we generate
a list. We exclude documents which do not meet exclusion criteria, such as sex
or age. Then the lists are merged in order to create a final ranking.

2.4 System Specification

We run the system on a machine with information retrieval and machine learn-
ing dedicated specification. For physical memory, we employ a disk array, which
uses five disks directly connected to peripheral component interface with Non-
Volatile Memory Express technology. We use this technology, to create a fast
link between graphical processing unit, operating memory and physical mem-
ory. It is vital in information retrieval, as the textual corpora tend to get very
large (e.g. the corpus used in Trec PM 2020 comprises of 220 GB of unprocessed
data). We employ 126 GB of operational memory - it is convenient to store
corpus indices directly in the operational memory for research purposes. Here,
we use Elasticsearch tool for instant access to the documents within the corpus.
Medium sized operational memory allows us to work on relatively large docu-
ment and query matrices. We use nVIDIA P6000 graphics card for calculations -
distributed, GPU based machine learning allows us to process 20000 samples per
minute. We use classical driver-CUDA-CudNN-tensorflow-keras software stack.
The intermediate layer, which multiplies Document matrices by Query matrices
is still implemented in Python3 with numpy library and at this moment is our
bottleneck. Currently we can process roughly 400 documents per minute in this
layer. Considering the size of Clinical Trials, and other IR corpora, this part re-
quires a redo. Our system is maintained on a Clear Linux machine with remote
access.
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3 Conducted Experiments

We propose five experiments. Each experiment uses a combination of query
and document specifications. In various experiments we take only a subset of
generated query terms. We propose several steps of processing the topic entry. We
extract keywords with use of dedicated regular expression patterns. For example

[A-Za-z ]*([0-9]+)[ -]?(y/?o|(year|day|month)s?[ -](old)?)

([0-9a-zA-Z-]* ([0-9a-zA-Z-]* )*)?(girl|female|woman|[Ff] )

this pattern is used for recognition of age of female patients. We know, that
the pattern works for this particular set of topics, and perhaps can make be a
source of mistakes with different set of topics. We also can imagine a pattern,
which would apply for a vast majority of documents in any set of topic docu-
ments. We would need a large set of patient descriptions in order to create such
a pattern. We believe that regular expressions are a fit tool for extraction of
basic patient properties, which are often expressed in the same manner.

We extract vocabulary, which intersects with MeSH vocabulary. The ex-
tracted vocabulary expands the query. In order to do that, we parse the topic
descriptions and extract all MeSH terms from the text. For each concept in the
MeSH vocabulary, we chech, wether it exists in the topic. If it does we append
the proper name of this concept as well as all synonyms to the query.

We use a similar method to recognize the abbreviations used within the
description. We use a dedicated set of abbreviations. The set in this case consists
only of abbreviations, which appear within the topics. Usually each abbreviation
has one proper name, but there are some, which consist of several forms. We add
both the abbreviation as well as all its synonyms to the query. Here’s a sample
of the abbreviations database:

T-L thoracolumbar

RLE right lower extremity

MRI Magnetic resonance imaging

CPT-11 Current Procedural Terminology

HTN hypertension

SOB shortness of breath

LV liver

LE lower extremity

EF7 ejection fraction

RV Right Ventricle

BB beta-blocker
Table 1. Sample abbreviations used in the retrieval system.

We propose three runs, which are designed to test the performance of various
query processing strategies:
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1. Trms - In this run we use only terms extracted with MeSH dictionary.

2. Abbr - In this run we use a set of abbreviations, keywords extracted with
MeSH, keywords extracted with regular expressions. We also use all fields
from the documents.

3. Add - In this run, on top of the Abbr setting, we use a set of additional
terms for the retrieval.

Another important aspect of the retrieval is the processing of documents.
Here the documents contain vast number of fields. We focus on the proper se-
lection of the fields to be used in the retrieval process. We analyze the following
fields:

1. brief summary - a field, which contains a natural language description of
the clinical trial. It contains a brief information about the clinical trial.
Interpretation of the information is hindered by the properties of natural
language.

2. brief title and full title - there are several formulation of the title of specific
clinical trial. Title is usually formed as a single, simple sentence, which makes
sense in natural language.

3. brief description - a field, which is similar to brief summary. The information
in this field is extended, but it is still written in natural language.

4. condition - a field, which contains information about the condition, which is
being researched in a particular clinical trial. We treat this field as a keyword
based field.

5. mesh terms - a set of keywords related to the clinical trial, each of the
keywords appear in the mesh ontology.

6. criteria - a field, which contains both information about the exclusion and
inclusion criteria of the patient. This field requires additional processing. It
is usually formatted as a set of one, or two lists. The lists correspond to and
are titled as Inclusion Criteria and Exclusion Criteria of the patients, which
partake in a clinical trial. We did not use this particular field in the final
submissions, however we believe incorporating this particular field into the
retrieval process is crucial towards the improvement of the retrieval system.

7. intervention name - name of a technique, drug or behaviour tested during
the clinical trial.

8. minimum age, maximum age and sex - those fields denote the demographics
of patients partaking in the clinical trial. We use those two fields in order
to exclude documents, which would not apply to the given description of
a patient. Except for the last set of logical fields and criteria, we create a
separate ranking for each field. A position of a document within the ranking
with regard to a specific topic is denoted as rcriteria(d, t) We calculate the
final score of the document as

s(d, t) =
1∑

c∈C rc(d, t)
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With regard to this aspect of document processing we propose two experiments,
in order to judge usefulness of the certain sets of fields:

1. FT - In this run we take only the document parts, which are in the form of
natural language texts.

2. MT - In this run we take only the document parts, which are in the form of
keywords or tokens.

The results of specific runs are presented in Table. 2. Our runs generally
performed better than median. Our best settings are Abbr and Add. Additional
terms very slightly change the results. Using partial information generally wors-
ens the results.

Run NDCG@10 P@10 MRR

TREC median 0.304 0.161 0.294

TREC best[7] [8] 0.712 0.593 0.826

Abbr 0.399 0.271 0.480

Add 0.404 0.270 0.481

FT 0.372 0.248 0.487

MT 0.391 0.275 0.471

Trms 0.211 0.140 0.332
Table 2. Comparison of our runs to median TREC runs.

4 Conclusions

In this paper we briefly discuss the techniques of building a query. We test the
strategy of building a query, which consists of keywords extracted or generated
upon the natural language text. After comparing the results we obtained with
the results of other participants. Even the best performing solutions have slightly
weaker baselines and use a process of query reformulation, which gives similar
results to ours [7]. We believe that our strategies of formulation of a query
are valid. Additionally, it is recommended to use both the natural language
information and semi structural information from the documents. Limiting the
system to only one type of the information worsens the efficiency of the retrieval
system.
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A Appendix A. Detailed Results

In this appendix we present detailed version of the achieved results. Results
marked with green colour are better than TREC median, red colour denotes
results worse than a median, yellow indicates the same value as TREC median.
Results equal to the best achieved results are denoted with red border.
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