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ABSTRACT
This paper summarizes the participation of the L3i laboratory of
the University of La Rochelle in the TREC Incident Streams 2021.
This track aimed at identifying critical information present in social
media by categorizing and prioritizing tweets in a disaster situation
to assist emergency service operators. For both classifying tweets
by information type and ranking tweets by criticality, we proposed a
multitask and multilabel learning approach based on representing
the tweet text and the event types with pre-trained language models,
and by highlighting entities and hashtags. We also experimented
with a bag of words representation and classical machine learning
methods for the prioritization task. We conclude that, because our
multitask approach can take advantage of both tasks, it achieved the
best performance in comparison with different proposed ensembles.
Our submissions obtained top performance for the prioritization
task and surpassed the median performance for the information type
classification task.

CCS CONCEPTS
• Information systems → Data stream mining; Language mod-
els.
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1 INTRODUCTION
Natural disasters such as hurricanes, tsunamis, tornadoes, earth-
quakes, and floods are often a surprise or have little warning, result
in deaths, injuries, and destruction, and require swift action to pro-
tect people and property. These types of major events and issues are
often shared and communicated on Twitter before many other online
and offline platforms. TREC1 Incident Streams campaign aims at
producing a series of curated feeds containing social media posts
(Twitter), where each feed corresponds to a particular type of infor-
mation request, aid request, or report containing a particular type of
1Text REtrieval Conference, http://trec.nist.gov
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information. The main purpose is creating tools for filtering media
stream down to actionable information or to route that information to
the appropriate stakeholder (e.g., public health officials, emergency
response officers, etc.).

TREC-IS 2021 is the fourth year of promoting research to better
support emergency response services’ efforts to harness social me-
dia, making it an ideal space to investigate new tools and techniques.
In this paper, we describe our approach for this edition. We explore
methods based on the Transformer architecture and classical ma-
chine learning algorithms. Our main approach consists of a stack of
Transformer layers with pre-trained and fine-tuned language models
trained in a multitask manner to predict both information type and
the prioritization level. Furthermore, we take advantage of the pres-
ence of entities, the event type, and the title of the tweet. We present
relevant related work related to previous TREC Incident Stream edi-
tions in Section 2 and the description of the TREC Incident 2021 in
Section 3. We detail our methods in Section 4 and the experimental
setup along with several ablation studies are presented in Section 5.
We draw conclusions about our findings in Section 6.

2 RELATED WORK
TREC-IS was initiated in 2018 [21] and it developed test collec-
tions and evaluation methodologies for automatic or semi-automatic
filtering approaches for the identification and the social media aid-
requests categorization during crisis situations. Relevant crises for
TREC-IS include six natural and man-made events: wildfires, earth-
quakes, floods, typhoons/hurricanes, bombings, and shootings. While
the participants in this pilot edition were relatively effective at iden-
tifying common information types such as news reports and senti-
ment, identifying actionable information types like search and res-
cue requests proved to be still challenging. The participant systems
were mostly based on bag of words representation (term frequency-
inverse document frequency (TF-IDF) weighting) and classical ma-
chine learning techniques such as support vector machine (SVM)
[8, 9, 12, 24]. Although they tended to over-estimate, they were
more accurate at estimating information criticality.

TREC-IS 2019 [22] included two editions, 2019-A and 2019-B,
two Twitter datasets with events retrospectively crawled by TREC-IS
organizers (based on manually selected keywords), and modified
performance metrics to differentiate between actionable information
types and all types. Besides the classical bag-of-words or n-gram
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representation, this year’s participants leveraged tweet text during
categorization by converting text into a form of word or character
sequence embedding (GloVe [29], FastText [1], BERT [10], ELMo
[30]). The organizers reported that while deep learning methods
were becoming more prevalent and effective, the traditional machine
learning remained competitive, and thus, the majority using these ap-
proaches (e.g., Naive Bayes, Logistic Regression or Random Forests)
were the most effective systems in terms of identifying actionable
content for both editions [11, 23, 25].

TREC-IS 2020 [7] was separated in three tasks. High-Level in-
formation type classification was the task where tweet streams from
a collection of crisis events should be classified as having one or
more of the high-level information types described in an ontology
provided by the organizers. The second included a restricted version
of the first task that focused only on a subset of the high-level in-
formation types. This subset included the top six information types
labeled as actionable in previous editions (i.e., the types that have,
on average, the highest priority) as well as five other types selected
from the full set used in the first task. While these two tasks contin-
ued the prior TREC-IS work on classifying information for wildfires,
earthquakes, floods, typhoons/hurricanes, bombings, and shootings,
TREC-IS 2020 proposed the third task to provide assistance to public
health officials and emergency response officers with additional tools
and evaluation data for future public health emergencies or resur-
gence of COVID-19. The organizers concluded that the additional
complexity of a large information-type label space led to significant
performance improvements compared to systems that are trained on
a coarser label space [7, 16].

3 TREC-IS 2021
For standardized evaluations of systems, TREC-IS provided partici-
pants with training and test datasets, comprised of three components:
the ontology of high-level information types, a collection of crisis-
event descriptions, and the tweets for each event to be categorized.
The participant TREC-IS systems are intended to produce two out-
puts for crisis-related social media content:

(1) Classifying tweets by information type, where each tweet
should be assigned as many categories as are appropriate;

(2) Ranking tweets by their criticality (priority).

TREC-IS provided multiple Twitter datasets collected from a
range of past wildfires, earthquakes, floods, typhoons/hurricanes,
bombing, and shooting events. The metadata for each event is pro-
vided in an XML topic file as presented in Figure 2.

The information types as either top-level intent, high-level or
low-level. For example, Figure 1 is a post regarding an event that
happened on 4 August 2020, when a large amount of ammonium
nitrate was stored at the port of the city of Beirut, the capital of
Lebanon, accidentally exploded. This tweet has an information type
of a top-level Donations that asks for a service to be provided.
The tweet is of high priority with four information type categories:
Donations, Location, ContextualInformation, Sentiment.

The provided training dataset consisted of a total of 73,499 tweets
that covered 75 topics. We did not perform any pre-processing on
the data.

#Beirut #BloodDonors All blood types are needed across
all hospitals in Lebanon right now - PLEASE donate if
you can. Stay safe.

Figure 1: High priority [Donations, Location, ContextualInfor-
mation, Sentiment].

<top>
<num>66</num>
<dataset>beirutExplosion2020</dataset>
<title>Beirut Explosion</title>
<type>explosion</type>
<url>https://en.wikipedia.org/wiki/2020_Beirut_explosion</url>
<narr>On 4 August 2020, a large amount of ammonium nitrate
stored at the port of the city of Beirut, the capital of
Lebanon, accidentally exploded, causing at least 180 deaths,
6,000 injuries, US$10−15 billion in property damage,
and leaving an estimated 300,000 people homeless.
</narr>
</top>
<top>

Figure 2: Topic example from the tweet streams curated by the
TREC-IS organizers.

4 MULTITASK INFORMATION TYPE AND
PRIORITY TWEETS CLASSIFICATION

We propose a multitask and multilabel learning approach that con-
sists in a hierarchical architecture with a fine-tuned RoBERTa-based
encoder [20] and a stack of Transformer [33] blocks on top of the
encoder [2–4, 6]. The multitask prediction layer consists of two
separate linear dense softmax layers as presented in Figure 3.

A Transformer is a deep learning architecture based on multi-
head attention mechanisms with sinusoidal position embeddings. In
our implementation, we used learned absolute positional embed-
dings [13] instead, as suggested by [34]. Both versions produced
nearly identical results [33]. It is composed of a stack of identical
layers. Each layer has two sub-layers. The first layer is a multi-head
self-attention mechanism, while the second one is a simple, position-
wise fully connected feed-forward network. A residual connection
is around each of the two sub-layers, followed by layer normaliza-
tion. We decided to add a stack of Transformer layers due to the
assumption that additional hyperparameters can increase the ability
of the architecture to better model long-range contexts and allevi-
ate the number of spurious predicted entities [4]. The output of the
RoBERTa encoder consists of the final hidden state vector of [𝐶𝐿𝑆]
as the representations of the whole sequence and the sequential token
representation. We apply the stack of Transformer blocks on this se-
quence and the output is concatenated with the [CLS] representation
which afterwards is fed into two output layers for classification: a
sigmoid dense layer for information type classification (with a 0.5
cut-off) and a softmax dense layer for priority classification.
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Figure 3: Detailed model for multitask event detection [4, 6].

4.1 Marking Entities and Highlighting Hashtags
Different from previous approaches that primarily focused on the
tweet text, we, additionally, took advantage of topic-related informa-
tion (as in the topic example in Figure 2).

Hashtags. First, since hashtags are one of the main reasons for
which Twitter trends emerge rapidly around the day’s news, events
that unexpectedly gain viral traction, we explore their representation.
A hashtag is a combination of keywords or phrases preceded by the #
symbol, excluding any spaces or punctuation. Thus, to exploit them,
we separate the keywords with a simple rule that tokenizes at the
encounter of an uppercase letter (e.g., #BloodDonation becomes #
Blood Donation).

Entities. Second, given that any kind of information can be posted
and shared, it is possible to raise the importance of tweets that are
related to a person, a product, an organization, or any other entity
of interest. These entities can be extremely relevant when aid is
being needed in specific locations, specific time frames, etc. For
detecting the entity mentions in a document, we used an out-of-the-
box already trained model provided by spaCy v3.0+2 [17]. spaCy
features a statistical entity recognition system with default trained
pipelines that can identify a variety of named and numeric entities,
including companies, locations, organizations, events, and products.

EntityMarkers. For exploiting the hashtags and the entities, we
implemented the pre-trained language model with EntityMarkers
[5, 26, 27, 32]. First, our model extends the RoBERTa [20] model
applied to text classification and we add two dense linear layers
with softmax activation for the separate tasks: information type and
priority. Next, we augment the input tweet with a series of special
tokens. For example, the tweet in Figure 1 becomes enhanced with
extra information as in Figure 4.

2https://spacy.io/

Events. Additionally, we concatenate the augmented tweet text
with the event title and type found in the topic description (e.g.,
explosion and Beirut Explosion).

<#> <LOC> Beirut </LOC> </#> <#> Blood Donors
</#> All blood types are needed across all hospitals in
<LOC> Lebanon </LOC> right now - PLEASE donate if
you can. Stay safe..

Figure 4: High priority tweet enhanced with hashtag and entity
markers.

4.2 Other Priority Classification Methods
We also explore the bag of words representation (term frequency -
inverse document frequency (TF-IDF) weighting) and two classical
machine learning approaches for predicting the priority.

4.2.1 Support vector machine (SVM) with mixed word n-
grams. Support Vector Machine (SVM) is one of the most practiced
machine learning methods for classifying text due to the fact that it is
independent of the dimension space of the feature [15]. We used TF-
IDF weighting since due to the writing style used on Twitter, social
media languages would likely be less informative while comprising
a large portion of high-frequency terms, thus should be penalized.
We experimented with unigrams, bigrams, and both representations.
Our results showed that the combination is the best representation
for the SVM classifier, as unigrams by themselves hardly seemed
meaningful while it is suspected that they can serve as complements
to bigrams. We report one internal SVM-based run as (b) in Table 2.

4.2.2 Logistic regression (LR) with word and character n-
grams. Words are often thought to be the traditional “grain”, ob-
servable for feeding texts into classifying algorithms. Subwords
models are often used to overcome the limits of generalization when
token forms vary too much [18, 19] or when lemmatization or stem-
ming remains difficult in some languages [14, 28]. Here, we do not
consider words but character strings. Since words are just a subset
of all character strings of a text, we believe that, with an appropriate
choice of n-gram size, it is possible to get some strong baseline with-
out tokenization or even pre-processing. Our experiments showed
that character n-grams with 𝑁 = 4 showed the best results, and we
report an internal result as (a) in Table 2. It seemed that shorter n-
grams failed to store the sequential aspect of language while longer
n-grams failed to generalize since they tend to rather give sparse
representations (due to anti-monotonicity[31], a 5-gram is at the
best as frequent as the 4-grams it contains). We also observed that
TF-IDF weighting has a good impact on the results of this type
of representation. Among the various machine learning algorithms
we experimented, LR was the best performing one (Section Other
Priority Explore Methods in Figure 2).

5 EXPERIMENTS
In our internal experimental setup, we produced a train-test split,
considering that the test set should contain unknown event types.
Thus, for the training set, we selected the event types from 0 to 64,

https://spacy.io/
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Table 1: Internal evaluation performance scores for the different proposed approaches.

Approach nDCG Info-Type Priority
@100 F1(Act) F1(All) Acc F1(Act) F1(All)

Transformer-based Multitask Explored Models
sequence_size=256

RoBERTa-base 0.5052 0.1139 0.2157 0.8877 0.2566 0.2948
(1) RoBERTa-base + # 0.4854 0.1174 0.1872 0.8813 0.3144 0.3343
(2) RoBERTa-base + Entities 0.5057 0.1045 0.1929 0.8791 0.3041 0.3024
(3) RoBERTa-base + # + Entities 0.4750 0.0705 0.1722 0.8845 0.2426 0.2617
(4) RoBERTa-base + 2×Transformer 0.4990 0.2074 0.2399 0.8768 0.2749 0.3046
(5) RoBERTa-base + # + 2×Transformer 0.5237 0.1488 0.2359 0.8825 0.2762 0.3086
(6) RoBERTa-base + # + 4×Transformer 0.4789 0.1101 0.1720 0.8784 0.2518 0.2798
(7) RoBERTa-base + # + 2×Transformer + EventTitle + EventType 0.5397 0.0908 0.2172 0.8851 0.3624 0.3336

sequence_size=280
RoBERTa-base 0.5123 0.1741 0.2399 0.8809 0.2824 0.2962
(8) RoBERTa-base + # 0.5052 0.1139 0.2157 0.8877 0.2566 0.2948
(9) RoBERTa-base + 2×Transformer 0.5123 0.1741 0.2399 0.8809 0.2824 0.2962
(10) RoBERTa-base + # + 2×Transformer 0.4835 0.2441 0.2610 0.8783 0.2171 0.2702
(11) RoBERTa-base + 2×Transformer + EventTitle + EventType 0.5124 0.2324 0.2837 0.8838 0.2522 0.2987
(12) RoBERTa-base + # + 2×Transformer + EventTitle + EventType 0.5084 0.1930 0.2292 0.8806 0.3011 0.3172

Other Priority Explored Models
(a) LogReg_char_pond=tf-idf_N(4, 4) – – – – 0.3672 0.3132
(b) SVM TF-IDF mixed – – – – 0.2907 0.2968

and from 65 to 75, for the test set. Table 1 presents a selected set of
preliminary ensemble experiments with different hyperparameters.
To evaluate the performance of such systems, the following two
groups of metrics were proposed by the organizers:

• Information Type: its overall classification accuracy, micro-
averaged across events and macro-averaged across informa-
tion types, its overall F1 score, macro-averaged across all
information types and micro-averaged across events; and its
F1 score among six actionable information types (GoodsSer-
vices, SearchAndRescue, MovePeople, NewSubEvent, Emerg-
ingThreats, ServiceAvailable);

• Prioritization: its overall prioritization error, micro-averaged
across events and macro-averaged across all information
types and information priority score correlational perfor-
mance (Pearson correlation).

• Also, nDCG@100 is reported: a normalized, discounted cu-
mulative gain evaluated across the top 100 tweets, micro-
averaged across all test events.

The TREC-IS edition evaluated each participating run across two
axes: information type categorization, and information criticality
(tweet priority). Table 1 presents our internal evaluation results, with
two sets of experiments: one that used a commonly used sequence
length of 256, and the other with the maximum tweet tokens, 280.
For information type classification, we underlined the first two best
results in each set. For prioritization, we underlined the results with
a value > 30.

5.1 Submitted Runs
Table 2 compares our submissions with the mean, median, minimum
and maximum scores of TREC Incident Streams 2021. The following
are our runs that were submitted to this edition of the track:

• (4) + (2): A simple encoder with two additional Transformer
layers proved to be efficient regarding the detection of the
information type obtaining the highest F1 score on the action-
able types (compared to our runs), while entities helped in
discerning better between the levels of criticality.
– Information Type: (4) RoBERTa-base + 2×Transformer

with a sequence length of 256;
– Priority: (2) RoBERTa-base + E(ntities).

• (5) + (1): The highest F1 score for all information types and
F1 for priority detection in actionable types were obtained by
augmenting the tweets with our pre-processed hashtags, with
and without additional Transformer layers.
– (5) Information Type: RoBERTa-base + # + 2×Transformer

with a sequence length of 256;
– (1) Priority: RoBERTa-base + #.

• (10) + (a): For detecting the criticality in tweets, the highest
F1 scores were obtained by the logistic regression approach.
– Information Type: (10) RoBERTa-base + 2× Transformer
+ # with a sequence length of 280;

– Priority: (a) LogReg_char_pond=tf-idf_N(4, 4).
• (11) + (b): This run is characterized by the lowest priority

scores which disproves the efficiency of the SVMs in detect-
ing critical tweets.
– Information Type: RoBERTa-base + 2×Transformer + event

type + event title with a sequence length of 280;
– Priority: SVM TF-IDF mixed.
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Table 2: Evaluation performance scores at TREC Incident Streams 2021.

Runs nDCG Info-Type Priority
@100 F1(Act) F1(All) Acc F1(Act) F1(All) R(Act) R(All)

Our Participating Runs
(4) + (2) 0.5690 0.2155 0.2724 0.8896 0.1849 0.2175 0.1862 0.2716
(5) + (1) 0.6050 0.2060 0.2901 0.8884 0.2113 0.2573 0.3068 0.3143
(10) + (a) 0.3590 0.1948 0.2682 0.8892 0.2250 0.2478 0.1168 0.1141
(11) + (b) 0.2885 0.1715 0.2804 0.8873 0.0400 0.0967 -0.0177 0.0017
(10) + (12) 0.5955 0.1948 0.2682 0.8892 0.2160 0.2429 0.4349 0.3585
(11) + (12) 0.5963 0.1715 0.2804 0.8873 0.2160 0.2429 0.4349 0.3585

TREC Incident Streams Track 2021 Results
Mean 0.5186 0.1906 0.2625 0.8567 0.1832 0.2061 0.1764 0.2003
Median 0.5692 0.2066 0.2823 0.8834 0.1923 0.1754 0.1689 0.2099
Min 0.2885 0.0000 0.0064 0.4999 0.0204 0.0810 -0.0667 0.0017
Max 0.6115 0.2815 0.3211 0.8902 0.3052 0.3125 0.4349 0.3585

• (10) + (12): The encoders with additional Transformer lay-
ers and a sequence length of 280 augmented with hashtags
obtained the highest information type accuracy.
– Information Type: RoBERTa-base + 2×Transformer + #

with a sequence length of 280;
– Priority: RoBERTa-base + 2×Transformer + event type +

event title + # with a sequence length of 280.
• (11) + (12): The Pearson correlation is more of interest for the

prioritization task, and the highest values were obtained with
our proposed multitask approach with event information and
augmented hashtags, encoders with additional Transformer
layers and a sequence length of 280 augmented with hashtags.
– Information Type: RoBERTa-base + 2×Transformer + event

type + event title with a sequence length of 280;
– Priority: RoBERTa-base + 2×Transformer + event type +

event title + # with a sequence length of 280.

When comparing Table 1 and Table 2, we first observe that our in-
ternal results have the same distribution as the official TREC results.
For the prediction of the information type, the F1 scores for all infor-
mation types, as well as for the actionable ones, are generally lower
when no additional Transformer layer is used, and the highest when
over two layers are added. Also, when comparing the importance of
entities, hashtags, or events, we notice that augmenting the tweets
with the event title and type outperforms the models that use enti-
ties. Moreover, the pre-processing of the hashtag information further
increases the performance when applied together with several Trans-
former layers. When detecting the priority types, we observe the
same tendencies when it comes to the number of Transformer layers.
However, higher scores were observed when entities and hashtags
were added to the base model also. Regarding the maximum length
of the tweets, a marginal increase in performance was observed
when using the maximum length of a tweet (280), nonetheless, they
were not statistically significant.

Finally, it is clear, from our internal experimental setup, and then
from the final TREC results, that augmenting the text with entities
and hashtags can bring an important increase in the detection of
tweet criticality, and can be further improved when the event type
and title are known.

6 CONCLUSIONS AND FUTURE WORK
For the participation of our team (L3i) in the TREC Incident Streams
2021, we proposed two approaches, a multitask information type
and a prioritization Transformer-based model with entities, hashtags,
and event types, and a classical machine learning-based method
for the prioritization task. We conclude that taking advantage of
learning both tasks with highlighted features (e.g., entities, hash-
tags) outperforms all our other methods in our experimental setup.
The machine learning methods obtained high scores. However, they
could not compete with the Transformer-based methods. Finally, our
submissions obtained top performance for the prioritization task and
scores above the median for the information type classification task.
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