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Abstract. This paper describes our experimental setup and results for
the Clinical Trials Track at TREC 2021. In particular, we study (i)
the effectiveness of post-processing with patients’ metadata and (ii) the
novel re-ranking formula using eligibility criteria. We find that the post-
processing improves the model over the baseline run. However, the cus-
tom re-ranking negatively impacts average results.

1 Introduction

This paper presents an overview of the DoSSIER team’s submissions to the
TREC 2021 Clinical Trials Track1. The main objective of the system was to re-
trieve all relevant clinical trials to the given 75 topics, which represent patients’
descriptions. The clinical trials dataset consisted of a snapshot of a Clinical-
Trials.gov website, with around 370 thousand different trials. Clinical trials are
research studies designed to assess medical, surgical, or behavioural interven-
tions. They contain lengthy descriptions and inclusion/exclusion criteria which
are utilized to evaluate the trial-patient eligibility [1]. On the other hand, pa-
tients’ descriptions contain a free text case description of a patient, a simulation
of an admission statement in an Electronic Health Record (EHR) format.

We submit three runs coming from subsequent stages of the same archi-
tecture. We study the effectiveness of post-processing with patients’ metadata
compared to using baseline BM25 model. We try to model the rule that the most
relevant trials should be that for which the patient’s history overlaps with all
inclusion criteria and, at the same time, with none of the exclusion criteria. We
use a custom re-ranking formula that utilises inclusion and exclusion criteria to
score the trials.

2 Methodology

Figure 1 describes the overall architecture and workflow of the system we used
for all three submission runs.

Clinical trials are semi-structured documents containing multiple sections,
e.g., title, summary, detailed description, or eligibility criteria. Both trials and

1 https://www.trec-cds.org/2021.html
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Fig. 1. General workflow of the system we used for all three submission runs.

topics are written in complex language and contain medical jargon. We pre-
process documents and topics using the ScispaCy en core sci sm2 biomedical
language model [2]. We concatenate title, brief summary and eligibility crite-
ria fields into a single text that represents every clinical trial. We index that
data using the BM25Okapi model from the rank bm25 Python package3. After
indexing, 2,000 best clinical trials for each patient that best match them are
retrieved.

We manually annotate topics to extract age, gender and health status in-
formation from each patient description. This information is available in the
description of the clinical trials in separate fields, which requires only parsing
the XML file. We normalise these three concepts: age is a floating-point variable,
and both gender and health status are binary categories.

Inclusion and exclusion criteria are mentioned in a semi-structured or un-
structured format inside the trial’s eligibility section. We extract this informa-
tion using a rule-based approach. We successfully extracted both inclusion and
exclusion criteria for 91% of documents. We split the inclusion/exclusion texts
into a list of concepts. When the extraction of inclusion criteria is not possible,
we utilise the full text of the trial as inclusion information. If we cannot extract
exclusion criteria, we assume an empty text.

2.1 baseline

The first submission consists of 1,000 top-ranked clinical trials returned by the
BM25 model for each topic. We use the default parameters for the BM25 algo-
rithm.

2 https://allenai.github.io/scispacy
3 https://pypi.org/project/rank-bm25/
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2.2 postproc

The top 2,000 trials retrieved by the BM25 model are post-processed using age,
gender and health status data extracted from patients descriptions. Retrieved
trials are filtered based on the stored metadata to remove the mismatches. Using
the filtering, we remove on average 34% of potentially ineligible trials.

2.3 rerank

Our third submission uses as an initial pool the output from the postproc run.
It utilises a custom formula for re-ranking using SPECTER language model [3].
An overview of the re-ranking formula is presented in Figure 2. In the first step,
we take the lists with inclusion and exclusion criteria and encode them one by
one using SPECTER. We do the same for the patient description. We calculate
the cosine similarity between inclusion criteria and the patient encoding and also
exclusion criteria and patient. We sort both of them and take the three highest
inclusion and exclusion similarity scores. We calculate the final score using the
following formula:

score =

∑3
i=1 INi

3
·

(
1 −

∑3
i=1 EXi

3

)
where INi means i-th most similar inclusion criterion score and EXi means i-th
most similar exclusion criterion. This is based on the reasoning that the patient’s
description should overlap with inclusion criteria and be as much distinct as
possible to the exclusion criteria.

Fig. 2. Description of the neural re-ranking process.
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3 Results

Results are presented in Table 1. Even though the extraction was conducted only
with heuristics, post-processing with patient metadata improves all scores when
compared to the baseline submission. Our custom re-ranking not only does not
improve on the previous run but even further lowers the scores for all metrics
when compared to the baseline. We assume that the choice of the formula to
calculate the final re-ranking score had the most significant negative impact on
the last submission. Due to the time and resource constraints, we could not test
other formula variations.

Table 1. Performance comparison for submitted runs with across query averaged me-
dian values.

Metric
TREC’s
Median

baseline (1) postproc (2) rerank (3)

NDCG@5 — 0.401 0.455 0.322
NDCG@10 0.304 0.380 0.413 0.293
PREC@10 0.161 0.208 0.252 0.187

Reciprocal Rank 0.294 0.406 0.478 0.368

To check to what extent each step improves on the previous ones, we tested
the pairwise difference between NDCG@10 scores for each topic (Table 2). The
second run (postproc) achieves higher NDCG@10 scores for 44 and 52 topics than
runs 1 and 3. Surprisingly, baseline obtained higher NDCG@10 over postproc for
13 topics. We believe that these might be caused by inaccurate extraction of
the metadata from topics and clinical trials. Even though rerank achieved the
worse mean scores, it still improved on 21 topics compared to postproc. Further
analysis would be needed to check if this improvement is a meaningful gain from
the re-ranking retrieving new relevant documents.

Table 2. Aggregation of pairwise inter-run comparisons for single topics for ND-
CGG@10 metric.

Run A : Run B
Run A
higher

Equal
scores

Run B
higher

baseline (1) : postproc (2) 13 18 44
baseline (1) : rerank (3) 45 3 27
postproc (2) : rerank (3) 52 2 21

4 Conclusion

We submitted three runs to the Clinical Trials track of TREC 2021 and studied
the effectiveness of post-processing with patient’s metadata and a novel neural
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re-ranking formula. We found that the post-processing improves the model per-
formance over the baseline run, but the custom re-ranking negatively impacts
average results. In a future iteration of this system, we plan to evaluate other
re-ranking formulas using the eligibility criteria.
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