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Abstract. This paper describes Poznani contribution to the Precision
Medicine track of the TREC 2019. In this submission we present sev-
eral novelties. We cover the motivation for the hand-picked values of the
weights assigned to the expanded query terms. We propose a result fusion
method — slightly modified version of Borda Count algorithm. Addition-
ally we use a learning to rank environment, we analyze the effectiveness
of such an approach in combination with our other methods and analyze
the achieved results. We also discuss our dedicated document processing
methods. We achieve an improvement of up to 0.02 (infNDCG measure)
over the baseline for Clinical Trials with our proposed methods, however
the evaluation value of our baseline is much lower than the median of all
contributions. The reverse effect happens in the Scientific Abstracts task,
the baseline we propose is much stronger than the median, but the de-
fault setting of learning to rank proposition lowers the overall evaluation
score.

Keywords: Information Retrieval - Query Expansion - Word Embed-
ding - Learning to rank.

1 Introduction

The Information Retrieval(IR) task in this setting is defined as follows: given a set
of documents, return a list of documents sorted by relevance of each document to
the given query. TREC-PM][5][6] is a specific track, which evaluates the systems
performing the IR tasks on a specific sets of documents and queries. Here, each
query is defined as a description of a potential patient. It is divided into several
fields: disease, related gene and its properties, such as variant or function; the
query also contains the demographical description of a patient given by his age
and gender. There are two document collections, one which consists of scientific
abstracts of medical publication, and a second one which consists of formalized
descriptions of clinical trials. We propose several improvements to the classical
approach if executing an IR task. Namely, we propose a method of expanding
a query with terms, which are similar to the query terms. We calculate the
similarity between various terms upon the word embedding space. We use a
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Borda Count based method for combining retrieved sets of documents by various
systems. In this submission we also test the default setting of the learning to
rank environment.

We describe the system architecture and discuss the steps we take in order to
produce the retrieved lists of documents. We specifically focus on our dedicated
document processing methods. We provide a description of the query processing.
We also describe the settings we use in the Terrier tool, which performs the IR
task. Next, we define and describe the runs we submitted and finally discuss the
evaluation values we received.

2 System Description

The TREC-PM task consists of two types of documents - Scientific Abstracts
(SA) and Clinical Trials (CT). Each type has its unique features and we take
advantage of it. Scientific Abstracts is a set of PubMed article abstracts. This
is a large set, it consists of 27564896 documents, which we deemed valid and
a total size of 235GB. We use an efficient C++ code® in order to process the
abstracts, dedicated scripts for specialized analysis and Terrier engine in order
to perform the IR task?.

As the document collection for Clinical Trials is fairly smaller, we use a
classical XML parser. As we process the documents, we put parts of its contents
into an SQL database. We use a word embedding space in order to expand the
queries with specific terms. We use the learning to ranking environment in order
to enhance the quality of the system. Finally, various results are aggregated with
a Borda count method.

2.1 Scientific Abstracts

This section contains details of implementation of retrieval setup used for the
Scientific Abstracts task. It consists of three major parts:

— Document processing
— Query processing
— Retrieval

Document processing. In order to process the set of documents, we use a fast,
dedicated XML processor. The program starts by creating a specified number
of processing threads. Each thread receives an output file name, a set of input
file names and a list of key tags it is supposed to store. Program iteratively
progresses trough the file and seeks the tags with names, which are on the list of
key tags. Once it encounters the (document) tag, it creates an empty map, which

3 https://github.com/dudenzz/myindex/
terrier.org
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consists of pairs (key feature, empty string). The program starts to retrieve data
from this specific document. When a key tag is encountered, it starts to save its
content into a proper map field until it encounters the same closing tag. Once the
parser encounters closing (/document) tag, it stores the contents of processed
document into a specified file. It allows us to process documents fast, but we
omit the syntax checking feature of the parser - we assume all of the files have
correct syntax. We use the following key tags:

— PMID

— ArticleTitle

— AbstractText

— Keyword

— NameOfSubstance
— DescriptorName

If a document contains at least two of the mentioned tags (PMID and one ad-
ditional tag) it is deemed valid. Optionally we can assign the parser to skip
documents with specific tags. In this particular case, we skip documents which
contain (CommentsCorrectionsList) tag, as it indicates that a document di-
rectly references another document (e.g. it is a comment, erratum or a technical
note on another document).

Query processing There is one set of queries for both the Scientific Abstracts
task and Clinical Trials task. Each query consists of three fields - disease name,
related genes and their description (such as variant or gene function) and pa-
tient demographics (gender and age). In hope to expand the queries for the
Scientific Abstracts task we have retrieved the word embeddings using a classi-
cal Word2Vec [4] approach and a collection of Scientific Abstracts documents.
We use a relatively simple idea of finding a query expansion candidate terms.
For each term in the query we look for the most similar vectors in the word em-
bedding space to the vector of this term. We use a cosine definition of similarity

given by (1).
> V13V

ViV 20 03
In (1) wy and wy relate to the words, which are being compares. Word em-
beddings collection 2 € RY contains vectors v; € 2 and vy € 2 which are
embeddings for the w; and wy words. In this setup we are able to find very in-
teresting, new queries, however, the newly generated queries are not equivalent
to the original query. This is due to the nature of a replaceability of a term.
The word embedding space we use is built upon the word contexts. Thus, words
which appear in similar contexts are supposed to be similar. We wish those words
to be semantically related as synonyms, but it’s often not the case. In most cases
the words are semantically parallel (e.g. name of a different type of cancer, name
of gene which relate to a very similar, but different type of disease, name of gene
which could be related to this disease, but the query does not ask for this gene).

(1)

sim(wl, ’LUQ) =
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Table 1 consists of several examples of this issue. After a qualitative analysis
we decided to use only the original version of queries in the Scientific Abstracts
task. However, using this technique, we expanded the queries for the Clinical
Trials task.

Query Term MS 2nd MS 3rd MS
meningioma|ependymoma (0.867)|astrocytoma (0.858)|chordoma (0.81)
KRAS BRAF(0.831) PIK3CA(0.874) | TP53(0.847)
V600E | BRAFV600E(0.830)|  V600(0.790) p.V600(0.789)

melanoma SCCHN(0.719) tumor(0.717) ¢SCC(0.707)
E545K HI1047R(0.861) G12V(0.788) | PIBKCA(0.754)

Table 1. Examples of the similarity check for the query terms. MS stands for the most
similar, similarity value is given in brackets. In the examples we omit various inflection
forms of the original term (usually it is a plural form of the same words).

Retrieval In order to perform the Retrieval we use the Terrier tool. We follow
the standard procedure of indexing the processed documents. We also employ
Terrier to generate the default learning to rank environment. In this environment
we use the following features as input:

— BM25 calculated for each field in the document,
— Length of each field in the document,
— Proximity features: DFR dependence score and MRF dependence score.

We train the model on the TREC-PM 2018 data. We use this setup along with
the divergence from randomness retrieval models:

— LGD [1],
— DPH [1],

in order to create an output ranking. We use the created ranking lists to test
our data Borda count based fusion method.

2.2 Clinical Trials

We test a slightly different approach for the Clinical Abstracts task. This section
contains the details of implementation of our method for this task.

Document Processing As the document collection for Clinical Trials is fairly
smaller, we use a classical XML parser. Thus, we examine the syntax of each
document within the set. As we process the documents, we put parts of its
contents into an SQL database. Specifically, we use the summary and description
fields as the body of a document. We also take use of the demographics data
stored within the documents. A complete list of processed tags is as follows:
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— brief title

— official title

— brief summary
detailed description
— primary outcome

— secondary outcome
— condition

— arm group

— condition browse

— intervention browse
— keyword

— criteria

The documents to be indexed are generated with use of an automatic script.
The script puts contents of each field into respectively body and the title of a
document. We additionally split the criteria tag into two parts - exclusion and
inclusion criteria. The inclusion criteria is put into the document body, while the
exclusion criteria is put into a special "negative” tag. We additionally replace
every term “KIT” in the collection with “gene_kit” string. The difference between
gene KIT and kits used for isolation of DNA or ELISA is easily recognizable
with use of the upper cased letters. As the case is lost during the indexing and
generation of the word embedding space, we differentiate “kit” from “KIT” at
this level.

Query Processing We start the query processing by calculating the word
embedding space. We use a corpus generated upon the Clinical Trials documents
collection by concatenating of all the processed fields. Instead of searching for
an expansion for each term in the query separately, we aggregate the similarities
before judging whether a term is a valid expansion candidate. The aggregation is
an average of similarities of all query terms to the potential expansion term. We
choose the expansion terms with computed similarity above the threshold of 0.6.
In the query processing section for Scientific Abstracts, we’ve shown that the
expansion terms might distort the results as they change the sense of a query.
We hypothesise, that adding terms to the query with much lower weight would
improve the quality of a retrieval. This is due to the fact that terms added with
much lower weight potentially wouldn’t change the order of ranking for the top
scoring documents, they would however add an information to the tail of the
retrieved list. For example, if we look for documents about the Meningioma, and
we find no such document within the entire collection, it’s better to retrieve a
document related to Ependymoma, than it is to retrieve a randomly selected
document. Thus we add the new terms with the following weights:

— Expanded query term weight : 1; Original query term : 120 (used for the
Borda Count fusion method)

— Expanded query term weight : 1; Original query term : 140 (this is a default
setting)
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— Expanded query term weight : 1; Original query term : 160 (used for the
Borda Count fusion method)

— Expanded query term weight : 1; Original query term : 180 (used for the
Borda Count fusion method)

Retrieval We use the Terrier system in order to create a document index.
We retrieve the documents with BB2 retrieval model. We also use Terrier to
implement the learning to rank environment. We train the model on data from
TREC-PM 2018 and TREC-PM 2017. We use the same set of features as in the
Scientific Abstracts task:

— BM25 calculated for each field in the document,
— Length of each field in the document,
— Proximity features: DFR dependence score and MRF dependence score.

Finally, we exclude the trials with inadequate description of demographics from
the lists of retrieved documents,

2.3 Results fusion

One can observe, that systems performance vary on the query it processes. If
we took only the best system for each query, the averaged result would be much
better than an average of a best system. Thus we believe it is reasonable to
fuse the results obtained by various systems. We implement the Borda Count [3]
function in order to retrieve the final ranking of documents. The Borda Count
method we use is given by

7 k—rcq(D)
sc.e(D) = tEZT loga(ri,c,(D) +1) ¥

Final score s of a document D given collection of documents C' and a query @, is
a sum of components produced by various systems t € T'. Here, the r, ¢ (D) is
a rank of a document D retrieved by system t given a query @) and a document
collection C'; and k is a size of the retrieved list.

3 Results Analysis

TREC-PM currently uses three evaluation measures:

— inferred Normalized Discounted Cumulative Gain (infNDCG) - an inferred
version of the normalized cumulative information gain. This measure takes
into account the position of a document on the retrieved list [7].

— Precision at 10 (P@10) - proportion of relevant documents within the top
ten retrieved documents[2].

— R-precision (R-prec) - precision at R, where R is a number of relevant doc-
uments within the collection for a given query[2].
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Often, the evaluation values are aggregated over the set of queries as an average.
We believe this is a necessary operation when comparing systems head to head
in order to pick a better one. However, we also believe, that this aggregation
is a cause of an information loss. By averaging we lose an information of how
the system performs on a various queries. We have prepared a set of tables, in
which we can observe our system performs much better than the median on a
subset of queries; as well as a subset of queries in which our system performed
much worse. This issue is specifically disturbing for our version of Clinical Trials
system.

3.1 Submitted runs

We submit a total of nine runs, four runs for Scientific Abstracts and five runs
for Clinical Trials. The purpose of the Scientific Abstracts runs is to test our
document processing methods as well as to test learning to rank environment
and the Borda Count results fusion method:

1. SAsimpleLGD - a default setting retrieval. The purpose of this run is to
test the quality of the document processing. We hypothesise that the LGD
retrieval model is a very strong baseline. Thus we employ it to perform the
retrieval.

2. SA_LGD._letor and SA_DPH letor - these two runs use the default learning
to rank environment, purpose of these runs is to test the quality of learning
to rank with the default setting as well as create comparable data for the
results fusion method.

3. SA_bc - a run, which uses the Borda Count method in order to concatenate
two retrieval rankings. The Borda Count is calculated upon the SA_LGD _letor
and SA_DPH letor runs.

We submit five runs for the Clinical Trials task. We use the BB2 retrieval model
in all of them In addition to the goals described in the above section, the purpose
of these runs is to test our hypothesis of improving the quality of retrieval by
adding word embedding based terms with much lower weights.

1. simple - a default setting retrieval. We use its as a comparison. We hope to
achieve results better than the ones generated by this run.

2. simple_letor - a default setting run with learning to rank employed. We use

no word embedding based expansion here.

. w2v_noletor - a run with word embedding based expansion terms.

4. w2v_letor - a combination of learning to rank environment with word em-
bedding based expansions.

5. bc - a run, which uses a default setting run without learning to run and four
different runs with word embedding based expansion terms. A final result is
a combination of results with the Borda Count function.

w

The aggregated results of those runs are presented in the table 2. We can
see that for the Scientific Abstracts task, the baseline proved to be very strong.
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We believe that our method of document processing, did well and it is one of
the reasons of a decent evaluation value. Unfortunately the learning to rank
environment did not work properly. Whether it is due to a wrong selection of
the features - it requires further investigation. However, we observe that the
Borda Count method did particularly well for this task.

As for the Clinical Trials, we can see that the baseline we chose is, contrary to
the one picked for Scientific Abstracts, relatively weak. However, every enhance-
ment to the baseline method we propose seems to improve the evaluation values.
In particular, the word embedding based query expansion in combination with
learning to rank environment seems to improve results by the largest margin.

3.2 Further analysis

We also provide a detailed “per-query” results. Figures 1-6 in the Appendix A
illustrate specific results for each run.

We observe that our proposal for the Scientific Abstracts correlates well with an
a median submission. The runs perform well for easy queries and perform worse
for harder queries. Runs with learning to rank implemented perform better for
some queries (e.g. query no 12, 15, 25) but on average the simple version gives
the best results.

The Clinical Trials set of results is very different. We observe that the system
we propose works really well for majority of the queries, however there are some
queries for which it returns nonsensical lists of documents. In particular queries
no 4,5,12,13,18,27,36 and 38 are problematic. If those queries were excluded the
overall evaluation value would drastically go up. It is an issue which requires
emergent investigation.

Note: how to read the figures The top row (labeled as 0) of each figure
is an average of the remainder of results. Each figure is split into three parts.
The middle part - a column labeled as Trec median - is a reference point. It is
a median evaluation value for all submitted runs. The lower this value gets (the
more it is red), the harder the query for an average system is. The left part of
the figure illustrates how well did our system do on that query. The right part
of the figure illustrates how well did our system do on that query compared to
an average system.

4 Conclusions

This submission highlights an important issue. Some systems vastly under-
perform in specific settings. There are two solutions to this problem. We
could either formulate the description of such settings, so we know not to
use those systems when these specific conditions are met. We suppose that
the conditions would be easily described with use of the annotated set, which
is not very useful, but we also believe there is a correlation between the fea-
tures of annotated set (such as number of annotated relevant documents)
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Run name |[infNDCG|P@10|Rprec
SA_DPH_letor 0,45 0,50 | 0,28
SA_LGD letor 0,45 0,51 | 0,27

SA_bc 0,47 0,52 | 0,31
SA simple LGD| 0,48 0,54 | 0,31
Trec Median 0,46 0,55 | 0,28

bc 0,47 0,44 | 0,34
simple 0,47 0,44 | 0,33
simple_letor 0,48 0,44 | 0,35
w2v_letor 0,48 0,42 | 0,35
w2v 0,47 0,44 | 0,33

Trec Median 0,51 0,47 | 0,35
Table 2. Aggregated results for all submitted runs.

and a shape of the retrieval score distribution. We plan to analyze this issue.
The second way of solving this issue is to use a combination of methods.
In particular, the proposed Borda Count method works fairly well and it
improves the overall evaluation value.

We have also examined two of our methods of document processing. The
document processing proposed for Scientific Abstracts seem to work fairly
well. The processing we proposed for the Clinical Trials requires further in-
vestigation, as it might be a cause of the low baseline score.
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A Query specific results

Labels simple_letor w2v_noletor w2v_letor simple bc mgieifm
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2424 0.2971 0.3128  0.2971 0.3412
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2626
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Fig. 1. Query specific results for Clinical Trials. Evaluation measure: infNDCG. The
first row, labeled as 0, is an average over all queries. Column labeled as diff1 is equal
to Trec median minus simple_letor. The following columns labeled as diff represent the
difference between Trec median and the following runs.
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Fig. 2. Query specific results for Clinical Trials. Evaluation measure: P@10. The first
row, labeled as 0, is an average over all queries. Column labeled as diffl is equal to
Trec median minus simple_letor. The following columns labeled as diff represent the
difference between Trec median and the following runs.
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Fig. 3. Query specific results for Clinical Trials. Evaluation measure: Rprec. The first
row, labeled as 0, is an average over all queries. Column labeled as diffl is equal to
Trec median minus simple_letor. The following columns labeled as diff represent the
difference between Trec median and the following runs.
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Fig. 4. Query specific results for Scientific Abstracts Trials. Evaluation measure:
infNDCG. The first row, labeled as 0, is an average over all queries. Column labeled
as diffl is equal to Trec median minus SA_LGD_letor. The following columns labeled

as diff represent the difference between Trec median and the following runs.



Poznan Contribution 15

Labels SA_LGD_letor SA_bc SAsimpleLGD SA_DPH_letor Trec median diff1 diff2 diff3 diff4

o o 505 0.515 0.54 0.5 0.545 -0.04 -0.03 -0.005 -0.045
1 o6 08 0.7 0.7 ez 0 01 01
2 [N I (U O I U0 0 0 0

3 B0 5 03 04 QT 0.2 [ s o0

a o4 06 0.7 0.6 0.6 bz 0 01 o

> @08 07 0807 gEINo N 0
6 BN 0.4 04 04 0.3 0.4 0o 0 o0 0.1
[ ] [ (AR
8 @ os 04 0.6 0.4 0.6 o1 o B29
g [ [NSCECREN
1000 06 06 0.6 0.5 0.7 0.1 o1 EEN
11 i1 0.7 05 | I ORI OO 02 0.1 01 0
1212 03 03 03 0.3 P2 Joa 01 01 b1 |
1313 [ 0:27 020 02 0.3 02 (0iN-0.1 01
1414 [N DU D SR 02 0.2 Moz 2N
1515 I DS [0 [CEEETUGEE
1616 (I D N R PO 0 01010
1717 o4 04 0.3 0.5 o1l 01 2N
1818 06 07 @8 07 0.7 010 01 o
1919 03 03 02 02 ol 01 o [0
2020 | NN U U G 0.1 f0idd0 o
2121 0.6 0.5 0.6 0.5 0.6 0 io 0.1
2222 0.6 06 0.7 0.3 0.6 o o o1 SR
2323 03 N T O:2 N oo T 0.1 0
2424 0.7 07 07 0.5 e 01 oo EEN
2525 (SN 058 0.5 DS RO o.1 0.1 o
2626 0.6 06 0.7 e e o2 o o
2727 0.6 0.7 TS o5 0.7 0.1 o [(ENEEN
2828 DI ors I 0.7 B0 o I 0.1
2929 03 0.6 05 0.6 0.6 BBl 01 o
30800107 0 (IS 0.7 0.7 0 [0 N o

31 3000 D 03 0.3 03 D2 0.1 0ATo1 PN
32 32000 I 07200 0.3 2020 pAo

33 G300 I D M0 o o0 o0

34 G 0.4 OS2I pr2 N o2 0T 0.1 o

35 ESIN 'SR 058 0.6 0.7 0.7 01 0401 0
36 EE 0.4 0.3 0.4 0.4 o o1 o

37 (S 078N 0761 I N DM 0.1 (01701 PN
3sEEll 0.6 o3 [ 0.3 o HElo
3058l 0.6 0.5 04 0.7 0.5 01 o 01 [N
10 [N OV DN T U 01 01 01 DA

Fig. 5. Query specific results for Scientific Abstracts Trials. Evaluation measure: PQ10.
The first row, labeled as 0, is an average over all queries. Column labeled as diff1 is equal
to Trec median minus SA_LGD_letor. The following columns labeled as diff represent
the difference between Trec median and the following runs.
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Fig. 6. Query specific results for Scientific Abstracts Trials. Evaluation measure: Rprec.
The first row, labeled as 0, is an average over all queries. Column labeled as diff1 is equal
to Trec median minus SA_LGD_letor. The following columns labeled as diff represent
the difference between Trec median and the following runs.



