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ABSTRACT
This work explores the value of a combination of features, including
entity proximity, for improving a learning-to-rank entity ranking
system.

1 INTRODUCTION
Entities are informative units of text that represent real world ob-
jects, or concepts [1]. They can provide a shallow, yet more in-
formative textual representation by aggregating multiple words,
and different word representations in a single concept. E.g. Presi-
dent Trump, Donald Trump, and Trump. Entities can be linked to
knowledge bases such as Wikipedia [5], DBPedia [8], Freebase[2],
and YAGO [11]. With entity links, information systems are able to
relate entities and expand the vocabulary related to a given entity.
Moreover, these links can also be used to point users to relevant
sources of related information. The latter scenario is the main scope
of the TREC News, Entity Ranking task. The task is defined as the
re-ranking of a given set of entities in a news article. The entity
ranking should be ordered by decreasing order of utility, for the
news article reader to better comprehend the article. With our par-
ticipation in the 2019 edition of the TREC News track, we explored
one main hypothesis. The inverted pyramid writing scheme [6] is
commonly used in journalism, where the most important content of
the news article is concentrated at the beginning of the document.
We would like to verify if the entities that are mentioned earlier in
the document, are central and thus should be ranked higher in the
scope of the entity ranking task.

2 RELATEDWORK
Entities have been established as useful units of information that
can be used in information retrieval tasks. Recently, an increased
interest has been given to identifying the salience and centrality
[4] of entities in both queries and documents. We define centrality
as the entity attribute that explicitly, or implicitly, defines the main
topic of a document, or query. Salience refers to the importance of
a query that might be related to the central entity, but not directly
the main topic of the document or query.

Recently, various state-of-the-art methods [10, 12, 13] have lever-
aged on entity salience estimation to determine the importance
of entities and decide on how to incorporate them in re-raking
pipelines.

Machine learning approaches can be used to re-rank document
ranking. These Learning To Rank (LTR) [9] systems, feed signals
such as, term frequency, inverse document frequency and various
rankings to learn to combine features and use them to learn a better
ranking that optimizes a certain metric. Since LTR can combine

Table 1: Features used for LTR re-ranking.

Feature ID Retrieval Model Field
1 TF Title
2 TF First 5 Paragraphs
3 TF Body
4 TF-IDF Title
5 TF-IDF First 5 Paragraphs
6 TF-IDF Body
7 BM25 Title
8 BM25 First 5 Paragraphs
9 BM25 Body
10 PMI Window/20 Title
11 PMI Window/20 First 5 Paragraphs
12 PMI Window/20 Body
13 Nr. Surface Forms Title
14 Nr. Surface Forms First 5 Paragraphs
15 Nr. Surface Forms Body

various retrival models in one single ranking, they are considered
a strong baseline for a search engine. In this work we adapt an
LTR pipeline to consider features of entities contained in a given
document, thus re-ranking entities and not documents, as in a
tradition LTR system.

3 PROPOSED APPROACH
We have indexed the Washington Post dataset using separate, non-
overlapping fields for the Title, First 5 Paragraphs, and Body fields.
We employed an LTR architecture using various combinations of
the features in Table 1, with a Coordinate Ascent [3] algorithm as
optimization method.

3.1 Feature Selection and Re-ranking
We have submitted 3 runs for evaluation. The evaluated runs con-
sisted of LTR models trained on the 2018 queries of the Washington
Post News Track [7], entity ranking task. For training, we split the
data in subsets of 40 queries for training and validation. Training
models were generated by rotating these splits across the data, so
that every query was used for training at least once. Each train-
ing roun was done with a 10-fold cross validation to reduce data
bias and overfitting. Finally, the results obtained from each trained
model were averaged to be comparable with the 2018 results. With
our runs, we wanted to evaluate the retrieval impact of utilizing
different document representations, such as the title, first 5 para-
graphs, and body, under the hypothesis that central entities would
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Table 2: Results obtained while training on 2018 and re-
ranking on 2019 data

Run MAP nDCG@5 P@5
TREC-Median – – 0.5727 – – –
CMU_NS-1-tpb 0.5736 – 0.5051 -11.1% 0.4000 –
CMU_NS-2-tp 0.5451 – 0.4567 -20.3% 0.3846 –
CMU_NS-3-t 0.5778 – 0.4782 -16.5% 0.3692 –

appear earlier in the total document span. We used a maximum
of 15 features to train our models. Table 1 presents the utilized
features, where each feature is a either a retrieval model, such as
TF-IDF and BM25, or a count, as is the case for TF, PMI Window/20,
and Nr. of Surface Forms. TF-IDF and BM25, use corpus statistics
of the Washington Post corpus to calculate the entities IDF. PMI
Window/20 stands for the count of each entity pair in the docu-
ment, within an unordered window of 20 words. Whereas the Nr. of
Surface Forms corresponds to the number of unique surface forms
that each entity displays in the document.

We chose the following combinations of the features in Table 1
as our submitted runs:
1. CMU_NS-1-tpb: This run uses all features presented in Table 1.

With this run we aimed to set an upper bound by combining all
features across all considered fields, where tpb stands for title,
paragraph, and body, respectively;

2. CMU_NS-2-tp: This run focus on using only the features that
focus on the title and paragraph fields. The objective of this run
was to examine the performance of adding the first 5 paragraphs
of the document, to observe if the entities contained in this
portion of text were central, and thus should be ranked higher;

3. CMU_NS-3-t: Finally, run 3 focus only on features based on the
title field. With this run we aimed to set a lower bound of the
retrieval performance that could be achieved with the chosen
entities, and the smallest document field that is also expected to
contain the most important entities to a news article.

4 EXPERIMENTAL RESULTS
Our systems’ performance can be observed in Table 2. The first
line of the table corresponds to the TREC Median result in terms of
NDCG@5. Each following line of the table corresponds to one of our
runs. The results are presented in terms of MAP, nDCG@5 which
is the main metric of the task, and P@5. A percentual comparison
is provided in terms of the nDCG@5 metric. Unfortunately, our
runs were not successful in ranking the entities for each document,
displaying significant losses when compare with the TREC median.
This indicates that our set o features was not able to distinguish
between central and important entities. However, we were able to
verify with our runs that the inclusion of paragraph based features
actually contributed to harming the results, thus not confirming
the entity importance based on the inverted pyramid hypothesis.
The other two runs based on all features, or just features based on
the title field displayed an expected relative performance variation,
where features combinations based on fields with less text tend to
under-perform when compared to features that include more of the
document’s text.

5 CONCLUSION
Through our participation we were able to test one research hy-
pothesis. We actually verified that our assumption that entities that
occur in an earlier position of the document did not improve our
model’s performance. However, further research is necessary to
determine in fact the effect of the entities position in the document
providing a signal for relevance. Careful tuning of the proximity
word windows in required to further assess the obtained results.
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