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1. Introduction 

 
The goal of dynamic domain track is promoting the research of dynamic, exploratory search within complex                
information domains, where the search process is usually interactive and user’s information need is also complex.                
Dynamic Domain (DD) track has been held in the past three years. This track’s name includes two parts. “Dynamic”                   
means the search process may contain multiple runs of iteration, and the participating system is expected to adapt its                   
search algorithm based on the relevance feedback. “Domain” means the search task focuses on special domains,                
where user’s information need consists of multiple aspects, and the participating system is expected to help the user                  
explore the domain through rich interaction. This task has received great attention and this track is inspired by                  
interested groups in government, including DARPA MEMEX program.  
 
The settings of DD track are motivated by professional search, such as prior art patent search or criminal network                   
finding, where rich interaction is a great asset for improving the search results and users require stringent relevancy                  
on the documents returned. 
 
In order to simulate the interaction between the search engine and the user, as well as evaluate the whole search                    
process, a simulated user (called Jig ) is developed. During each step in interaction, participating system sends a list                  1

of documents to the simulated user, and the simulated user returns a real-time feedback to the participating system.                  
Participating system learns the real intention behind the search topic, adapts its search algorithm and generates the                 
next list of documents. This process is repeated until the participating system believes the user’s information need                 
has been satisfied. All the documents returned by the participating system are saved for the evaluation of the whole                   
search session. 
 
DD track also uses fine-grained judgements. Different from open domain web search, all the relevance judgements                
are on the passage level, which expresses user’s information need more accurately. Correspondingly, DD track also                
uses sophisticated metrics to evaluate the search results, which includes Cube Test [1], session-DCG [2] and                
Expected Utility [3]. All these metrics evaluate the whole search process and each provides a distinct view on the                   
effectiveness and efficiency of the participating systems. 
 
This year, DD track focuses on the exploration of New York Times archives [4]. 3 groups participated and 11 runs                    
were submitted.  
 

2. Task Description 

 
The task of TREC DD track is based on a concept that search is driven by the feedback instead of queries. That is, a                        
good search system need to learn user’s real intents through the feedback given by the user regarding previous                  
returned documents and the user does not need to reformulate queries to express or refine his/her information need.                  
The search system needs to adjust its search algorithm so as to help the user explore the complex domain. 

1 ​https://github.com/trec-dd/trec-dd-jig 



 

 

 
Figure 1. Sample topic of TREC 2017 DD track 

 
Every search topic in DD track contains multiple aspects, which are referred as subtopics in this track. All the                   
relevance judgements are on passage level. Every document may contain several relevant passages, each related to a                 
subtopic with different relevance scores. 
 

  
Figure 2. Sample Relevance Judgement of TREC 2017 DD track 

 
 
 
In the beginning, the search system receives an initial query (the topic name) indicating user’s intention. Then, the                  
search system retrieves five documents from the index and sends them back to the user simulator Jig. Jig returns                   
feedback about the returned five documents. The feedback sent back by Jig gives a detailed description about the                  
relevance of returned documents on subtopic level. The search system needs to decide if it will continue returning                  
documents or stop the current search. The search system may also consider how to rerank the documents so as to                    
better satisfy user’s information need. 
 
This track is expecting participating systems achieve two basic points. First, the search system is expected to adapt                  
its search algorithm based on the relevance feedback, for which rich information is provided in the feedback.                 
Second, it is the search system’s job, instead of the user’s, to decide whether to continue search. Search results are                    
evaluated using different sophisticated metrics, which measures the total amount of information the search system               
gains and the effort of user from various points of view.  
 



 

Figure 3. DD track Task illustration 
 

 

Figure 4. Sample feedback returned by Jig 
 

3. Dataset and Groundtruth 

3.1. Dataset 

 
In 2017, DD track focuses on the exploring of a new domain, the archives of New York Times in 20 years [4]. The                       
corpus contains all the articles published in New York Times (online and offline) from January 1, 1987 to June 19,                    
2007 with metadata provided by the New York Times Newsroom, the New York Times Indexing Service and the                  
online production staff at nytimes.com. Most articles are manually summarized and tagged by professional staffs.               
The original form of this dataset is in News Industry Text Format (NITF) . This corpus contains huge amount of                   2

information covering a wide range of topics and categories.  
 

Compressed Size Uncompressed Size Number of Documents Number of Queries 

3.1 GB 16 GB 1855658 60 

Table 1. Statistics of New York Time dataset 
 
 
 

2 ​https://iptc.org/standards/nitf/ 



 

3.2. Topic Development 
 
Topics are developed by six NIST assessors in over six weeks during the summer of 2017. A topic, which is like a                      
query, is the main search target for the whole search process. Every topic contains several subtopics, each addresses                  
one aspect of the search topic. Each subtopic contains several number of passages which is discovered from the                  
entire corpus. Each passage is graded based on the relevance between its content and the subtopic. An annotation                  
tool is developed to help the assessors find the complete set of passages that are relevant to the query. Also,                    
near-duplicate detection is utilized to help find possible relevant passages that may be missed. The graded passages                 
are treated as the complete set of judgement. 
 
The user interface of annotation tool is shown in Figure 5 and Figure 6. Four algorithms are provided for search in                     
topic level and two algorithms are used for search in subtopic level. Assessors first conduct search in topic level.                   
They can then go into the detailed page of every document where they will give rich feedback to the annotation tool.                     
They can decide if a document is irrelevant or duplicated. They can also drag and drop relevant passages to the                    
subtopic box on the right side. Each passage is then graded based on the extent of relevance. The highest relevance                    
score is 4 for key results and the lowest relevance score is 1 for marginally relevant. 
 
In the topic level search, three mainstream open source search engine, Lemur , Solr and Terrier , and an active                  3 4 5

learning search algorithm are provided. DD track expects the combination of different search engines can reduce the                 
inherent bias of each individual one. The active learning algorithm uses the feedback, i.e. the documents graded by                  
assessors before, to refine its search results. For every query, assessors are required to search in every one of the four                     
search buttons and go over the ranking lists so as to cover as many relevant documents as possible.  
 
In the subtopic level search, two search algorithms are used to help assessors find more relevant passages. One of                   
them uses the passages that have been tagged and the subtopic name to search for relevant documents, the other one                    
only uses tagged passages to search. For every subtopic, assessors are also required to search in each one of them so                     
as to find a complete set of relevant passages. 

 
Figure 5. User Interface(I) of Annotation Tool 

3 ​http://www.lemurproject.org/ 
4 ​http://lucene.apache.org/solr/ 
5 ​http://terrier.org/ 



 

 
 

 
Figure 6. User Interface(II) of Annotation Tool 

 
After completing the human annotation, near-duplicate detection is used to find passages that are actually relevant                
but may be missed by assessors. In the ground truth data, passages that are tagged with “MANUAL” are those                   
discovered by human assessors while passages that are tagged with “MATCHED” are those discovered using               
detection algorithm, which is based on its similarity to the human annotated passages. 
 

4. Evaluation metrics 

 
In order to provide a comprehensive evaluation of the whole search process, in 2017, DD track uses several                  
evaluation metrics to measure the performance of search systems from different perspectives. The primary metric               
used in DD track is Cube Test [1]. DD track also uses session-DCG [2] and Expected Utility [3] for evaluation.                    
These metrics reveal different aspects of the dynamic search process. 
 
Cube Test (CT) [1] is a search effectiveness measurement evaluating the speed of gaining relevant information                
(could be documents or passages) in a dynamic search process. It measures the amount of relevant information a                  
system could gather and the time needed in the entire search process. The higher the Cube Test score, the better the                     
IR system. It is defined as: 
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where is the number of iterations so far, is the number of documents returned at the iteration. is a L         list || i         ith   c    
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Session-DCG (sDCG) [2] extends the classic DCG to a search session which consists of multiple iterations. The                 
relevance scores of results that are ranked lower or returned in later iterations get more discounts. The discounted                  
cumulative relevance score is the final result of this metric. It is defined as : 
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sDCG does not consider subtopics so is the relevance score that is accumulated over all the subtopics. Both      el(i, j)r               

 and  are discounting factors.b qb  
 
Expected Utility (EU) [3] scores different runs by measuring the relevant information a system found and the length                  
of documents. The relevance scores of documents are discounted based on ranking order and novelty. The document                 
length is discounted only based on ranking position. The difference between the cumulative relevance score and the                 
aggregated document length is the final score of each run. It is defined as: 
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EU assumes that the user only reviews a subset ( ) of documents returned. is the probability of subset         ω     (ω)P       ω
being reviewed,  is the length of document that is ranked  in the iteration and  is the coefficient.en(i, )l j jth ith a  
 
Apart from the raw scores of these metrics, DD track also uses normalized scores of these metrics following the                   
methods proposed in [5] where the upper bound scores of every topic are used for normalization. DD track expects                   
the normalized scores bringing more fairness to the dynamic search evaluation. 
 
The parameters used for DD track evaluation are as follows: In CT, and . In sDCG,            .5γ = 0   axHeight M = 5    b = 2  
and . In EU, and . All the subtopics within the same topic are assumed to be equally q 4b =     .5γ = 0   .01a = 0              
important. 
 

5. Submission and Results 

5.1. Submission 

 
In 2017, 3 groups participated in the DD track and 11 runs are submitted in total.  
 

Group Country 

University of Maryland (CLIP) USA 

Georgetown University (georgetown) USA 

Chinese Academy of Science (ICTNET) China 

Table 2. Participating Groups 
 
Here are the brief summary of submitted runs provided by the participating groups: 
 
clip_addwords​: Data was indexed/searched using Indri search engine. For the first run, the topic was used as the                  
search term. For subsequent runs, words from the passage text (excluding stopwords) were added to the query. 
 
clip_baseline​: Baseline set of results using the topic description as the search terms (indexed/searched using Indri                
search engine). The top 25 results for each topic were submitted to the jig, 5 per topic for each run. 


