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Abstract

In this paper, we describe our clinical ques-
tion answering system implemented for the
Text Retrieval Conference (TREC 2015) Clin-
ical Decision Support (CDS) track. We sub-
mitted six runs for two related tasks using
a multi-step approach that leverages Natural
Language Processing (NLP) and neural em-
beddings to retrieve relevant biomedical arti-
cles for answering generic clinical questions.
Evaluation results demonstrated that our sys-
tem achieved higher scores for most clini-
cal questions requiring answers that pertain
to treatment and test/investigations, topics in
which the ground-truth diagnoses were pro-
vided by the track organizers. However, our
system was less accurate with questions re-
quiring answers pertaining to diagnosis. We
conclude that diagnostic inferencing may be
the most important determinant of the accu-
racy of the clinical question answering sys-
tems, and that the use of neural embeddings
and advanced deep learning techniques could
help improve the quality of such systems in or-
der to effectively support decision-making in
patient care.

1 Introduction

Similar to 2014, the main objective of the 2015
CDS track! was to retrieve a ranked list of the top
1000 biomedical articles that can answer questions
related to multiple categories (diagnosis, test, and
treatment) of clinical information needs. There were
two tasks in the 2015 edition of the CDS track:
Task A was identical to the 2014 task. In addition,
based on the feedback from our participation in the

"http://www.trec-cds.org/

2014 edition where we demonstrated that clinical
knowledge-based inferencing is a critical factor for
more focused retrieval of biomedical articles (Hasan
et al., 2014), the organizers defined a new task this
year, Task B, where the ground truth diagnoses were
provided for the test and treatment topics in order to
verify if such important information can actually im-
prove the accuracy of the relevant biomedical article
retrieval. We submitted six runs for the two tasks
using a variety of NLP-based techniques to address
the clinical questions provided.

Motivated by the recent surge of Deep Learning
(DL) techniques in demonstrating superior perfor-
mance over the traditional supervised and unsuper-
vised Machine Learning (ML) techniques for var-
ious NLP tasks, we exploited the strength of neu-
ral word and phrase embeddings in extending the
context of the underlying topics (clinical case narra-
tives) towards improved diagnostic inferencing for
our clinical question answering system. Current
applications of deep learning in NLP tasks largely
rely on learning high-dimensional vector repre-
sentations of words and their relationships (called
word embeddings) using neural network architec-
tures. Once a language model is trained in this
manner, semantically related words would be trans-
formed into similar vector representations (Mikolov
et al., 2013). Following the success of word embed-
dings in modeling high-level abstractions in textual
data, researchers have progressed beyond the word-
level to propose deep learning algorithms for learn-
ing phrase-level, sentence-level, and document-level
representations (Le and Mikolov, 2014). The main
advantage of this architecture over the traditional
bag-of-words model is its ability to capture the
embedded ordering and semantics of the words
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Figure 1: Clinical question answering system architecture

while learning a fixed-length vector representation
for variable-length text structures. Our experiments
showed that deep neural embeddings can provide
performance improvements for a number of topics
and the evaluation results further emphasized the
significance of accurate diagnostic inferencing for
effective retrieval of relevant biomedical articles for
the automated clinical question answering task. In
the subsequent sections, we describe the overall ar-
chitecture of our system, and present the evaluation
results with analyses.

2 System Description

Figure 1 shows the generic architecture of our clin-
ical question answering system. Our hybrid NLP-
driven method presents a combination of syntactic,
semantic and filtering processes towards extracting
relevant biomedical articles corresponding to clini-
cal concepts (diagnoses, treatment and/or test) rele-
vant to each given topic. Similar to last year (Hasan
et al., 2014), our overall approach centers on three
steps: (i) Topical Analysis: identifying the most
relevant topical keywords from the given topic de-

scriptions or summaries; (ii) Clinical Inferencing:
reasoning through the topical keywords to deter-
mine the appropriate diagnoses, tests, and treatments
based on underlying clinical context by using neural
embeddings and/or an external clinical knowledge
base; and, (iii) Relevant Article Retrieval: retriev-
ing and ranking pertinent biomedical articles based
on the topical keywords and clinical inferences from
steps (i) and (ii). Our submitted runs are varied
based on the use of topical descriptions or sum-
maries in association with different clinical inferenc-
ing methodologies.

In the first step, we extracted term frequency-
inverse document frequency (TF-IDF) weighted
topical keywords from the given descrip-
tions/summaries and mapped them to categories
represented in controlled clinical vocabular-
ies/ontologies. =~ We also identified relevant de-
mographic information, interpreted vital patient
parameters based on standard normal range values,
and filtered out negated clinical concepts in order to
give more weight to positive clinical manifestations
in a given patient scenario. The use of clinical



domain ontologies is effective in this step as they
have been implemented to promote standard clinical
vocabulary, and are widely used to semantically
categorize clinical concepts, and facilitate informa-
tion exchange and interoperability (Bodenreider,
2008; Stenzhorn et al., 2008; Garde et al., 2007).
In our system, we used the following clinical
domain ontologies: SNOMED CT? (Cornet and de
Keizer, 2008) for diagnoses, LOINC? for tests, and
RxNorm* for treatments.

In the next step, we implemented a word- and
phrase-to-vector neural embedding model trained on
over 4 million clinically relevant sentences garnered
from multiple clinical data sources: PubMed Cen-
tral® articles, Wikipedia (Clinical Medicine®) arti-
cles, and MIMICII discharge summaries (Saeed et
al., 2011). The generated model is used to cap-
ture the overall context of a given topic description
or summary towards inferring the differential diag-
noses based on the commonest clinical diagnoses
represented in the clusters of topical keywords from
the first step. We used the skip-gram model architec-
ture to learn the vector representations of words and
phrases as it has been reported to provide better re-
sults in comparison to the continuous bag-of-words
(CBOW) model (Mikolov et al., 2013). The list
of possible diagnoses was further validated, filtered,
and ranked by referencing a clinical knowledge base
(derived from Wikipedia articles and indexed using
Elasticsearch’) to extract a list of candidate articles
with relevant diagnoses corresponding to each topi-
cal keyword. Our main goal was to find relationships
between topical keywords and associated clinical
concepts (diagnoses/disorders, treatment and test)
within a comprehensive knowledge base for the pur-
pose of biomedical evidence retrieval. Candidate
Wikipedia articles were filtered using various crite-
ria e.g., location, gender, match with topical key-
words, etc., and the resulting list of Wikipedia ar-
ticles with relevant clinical concepts were mined
to retrieve specific diagnoses (from the title of the
Wikipedia article), and tests and treatments ( from

Zhttp://www.ihtsdo.org/snomed-ct/

3http://loinc.org/
*http://www.nlm.nih.gov/research/umls/rxnorm/
>http://www.ncbi.nlm.nih.gov/pmc/
Shttps://en.wikipedia.org/wiki/Category:Clinical_medicine
"http://www.elasticsearch.org/

sections and subsections of the Wikipedia article). It
is important to note that for Task B, we skipped infer-
ring the differential diagnoses for the topic descrip-
tions/summaries under the “treatment” and “test”
categories, given that the organizers included the di-
agnoses (ground truth) in the test data.

In the final step, topical keywords and the cor-
responding disorders/diagnoses, tests, and treat-
ments obtained from the clinical inferencing step
were used to retrieve candidate biomedical arti-
cles by searching through the TREC-CDS database
of PubMed Central articles. Candidate articles
were ranked using multiple weighting algorithms
specific to the three types of clinical questions
(diagnosis, test, and treatment). The retrieved
biomedical articles were further filtered by location
(e.g. USA/Canada), demographic information and
other contextual information from the topic descrip-
tion/summary towards improving the relevance of
the results. The final list of top 1000 biomedical
articles was ordered by article publication date to
provide chronological biomedical evidence for the
answers to each topic.

3 Experimental Setup
3.1 Test Data

The test dataset comprises 30 topics divided into
three question types: topic 1-10 (diagnosis), topic
11-20 (test), and topic 21-30 (treatment). The given
topic descriptions (or topics) are essentially med-
ical case narratives that describe scenarios related
to patient’s medical history, signs/symptoms, diag-
noses, tests, and treatments. The topics are provided
in two versions depending on the depth of infor-
mation. Topic “descriptions” include comprehen-
sive descriptions of the patient’s situation whereas
topic “summaries” contain an abridged version of
the most important information. In addition, for
Task B, ground truth diagnoses were provided for the
test and treatment topics.

3.2 Corpus

Similar to 2014, a snapshot of the open access por-
tion of PubMed Central (PMC), a freely available
online database of full-text biomedical articles com-
prising 733, 138 biomedical publications was made
available by the TREC CDS track organizers.
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Figure 2: infAP scores for each topic (Task A)
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Figure 3: infNDCG scores for each topic (Task A)
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Figure 4: R-prec scores for each topic (Task A)
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Figure 5: Prec(10) scores for each topic (Task A)
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Figure 6: infAP scores for each topic (Task B)
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Figure 7: infNDCG scores for each topic (Task B)
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Figure 8: R-prec scores for each topic (Task B)

Prec(10) Score 0.6 — - L A — || |

02— — — — HIH

Topic Number

Figure 9: Prec(10) scores for each topic (Task B)
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3.3 Run Description

For Task A, we submitted three runs as follows: 1)
prnal-A: considers topic descriptions with clinical
knowledge base inferencing, 2) prna2-A: considers
topic summaries with clinical knowledge base infer-
encing, and 3) prna3-A: considers topic descriptions
with clinical inferencing using neural word/phrase
embeddings and the clinical knowledge base. Our
three runs for 7ask B were designed in the same
fashion with the exception that we skipped infer-
ring the differential diagnoses for the topic descrip-
tions/summaries under the “treatment” and “test”
categories as we simply used the ground truth di-
agnoses provided in the test data.

3.4 Evaluation and Analysis

The evaluation of the CDS track was conducted us-
ing the standard TREC evaluation procedures for ad-
hoc information retrieval tasks (Yilmaz et al., 2008;
Voorhees, 2014). The highest ranked biomedical ar-
ticles were sampled and judged by medical domain
experts on a three-point scale of 0: not relevant, 1:
possibly relevant, and 2: definitely relevant depend-
ing on the relevance of the answer to the associated
question type about a given case report.

Figure 2 to Figure 5 and Figure 6 to Figure 9 show
the overall scores of our runs for Task A and Task B
respectively across all the topics as compared to the
median and best scores for the submitted automatic
runs for the following evaluation measures: inferred
average precision® (infAP), inferred normalized dis-
counted cumulative gain’ (infNDCG), precision at
R where R is the number of known relevant docu-
ments (R-prec), and precision at 10 documents (Prec
(10)). The two inferred measures are used to provide
more accurate estimates of a system’s performance
when relevance judgments are incomplete due to dy-
namic and/or larger document collections (Yilmaz

8 Average Precision (AP) is a measure that combines preci-
sion and recall for evaluating systems that retrieve a ranked list
of articles. In particular, AP is the mean of the precision scores
after each relevant article is retrieved.

°Discounted Cumulative Gain (DCG) measures the quality
of ranking for a system when it retrieves a ranked list of results
and the results are graded with relevance judgment. In particu-
lar, DCG computes the usefulness of an article based on its rank
in the retrieved list. Normalized DCG (NDCG) is computed by
using the maximum possible DCG (calculated by sorting the
result list by relevance) as the normalization factor.

and Aslam, 2006; Yilmaz et al., 2008). All the eval-
uation measures used for the CDS track contribute
towards providing a comprehensive assessment of
the quality of a system.

The reported results show that our clinical ques-
tion answering system performs close to or better
than the median scores for 43% of the topics in
Task A and 50% of the topics in Task B across all
evaluation measures. Analysis of these results also
demonstrates that our clinical question answering
system can achieve better results for 53% of the top-
ics when topic summaries are used whereas neu-
ral word/phrase embeddings could improve upon the
scores for 13% of the topics. Moreover, we find that
the results for Task B improves drastically over those
for Task A for most of the test and treatment topics
across all runs by often outperforming the median
scores - thus, emphasizing that accurate differential
diagnoses can have a significant impact on the accu-
racy of the relevant biomedical article retrieval.

4 Conclusion and Future Work

In this paper, we described our participation in the
TREC 2015 CDS Track. Evaluation results showed
additional gains with the implementation of neu-
ral word and phrase embeddings in extending rele-
vant context for our clinical question answering sys-
tem. Results also demonstrated the importance of
accurate inferencing of diagnosis in retrieving rele-
vant biomedical articles corresponding to underly-
ing clinical narratives. In future, we plan to im-
prove our clinical inferencing algorithms towards
extracting the most accurate differential diagnoses
by employing advanced deep learning architectures
(e.g. Recurrent Neural Networks (RNNs)) for train-
ing models from large collections of clinical knowl-
edge sources.
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