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Abstract. This paper summarizes our work on the TREC 2015
Clinical Decision Support Track. We present a customized learning-
to-rank algorithm and a query term position based re-ranking model
to better satisfy the tasks. We design two learning-to-rank frame-
work: the pointwise loss function based on random forest and the
pairwise loss function based on SVM. The position based re-ranking
model is composed of BM25 and a heuristic kernel function which
integrates Gaussian, triangle, cosine and the circle kernel function.
Furthermore, the Web-based query expansion method is utilized to
improve the quality of the queries.

1 Introduction

The goal of the TREC 2015 Clinical Decision Support Track is to retrieve
the biomedical articles for answering generic clinical questions about medical
records3. There are two tasks in this year’s CDS track. Task A is identical to the
2014 CDS track. Each topic contains two versions of the case narratives. The
topics “ descriptions” contain a complete account of the patients’ visits, includ-
ing details such as their vital statistics, drug dosages, etc., whereas the topics
“summaries” are simplified versions of the narratives that contain less irrelevant
information. The two versions in the topic are functionally equivalent. Task B is
similar to CLEF e-Health 2013 & 2014 task, which is provided with a diagnosis
field for the treatment type and test type topics.

Our approach is composed of two parts: the learning-to-rank algorithm and a
term position based re-ranking model. In the learning-to-rank algorithm [1][2][3],
the random forest based pointwise loss function and the SVM based pairwise loss
function are adopted. In position based re-ranking approach, a customized kernel
function is utilized to create a position based model.

3 http://www.trec-cds.org/2015.html
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2 Methodology

2.1 Query Expansion

In our work, Web search engine is utilized to retrieve topics for more medical ter-
minologies. Related medical technical terms are adopted as the query expansion
terms into the query. After that, the new query is matched by the IR models and
the ranking documents are achieved. The Web-based query expansion model is
proposed as follows.

– Query is searched by Google and the top 10 concurrent Web titles and snip-
pets (if existed) are crawled from the Web page.

– By applying the MeSH database, the medical terms are extracted from both
the titles and the snippets.

– The frequency of each stemmed medical term is calculated. Only the terms
appearing more than n times are kept for expanding, which can be denoted
as Qweb.

– The final query is formulated as Q = Q0 [ Qweb, where Q0 represents the
initial query.

In addition, since the topics have three types ”what is the patient’s diag-
nose?”, ”what tests should the patient receive?” and ”how should the patient be
treated?”, we automatically add the keywords ’diagnose’, ’test’ and ’treatment’
as the expansion terms to the queries according to their types.

2.2 Re-ranking Method

2.2.1 Learning-to-rank

Feature Extraction: We extract the weighting score of each document-query
pair from a retrieval model as features. The weighting score is the result of
the first retrieval round, which represents the relevance assessed by retrieval
model. To utilize the advantage of di↵erent retrieval models, we obtain the scores
from BM25, PL2 and BB2 model. Hence, in our learning-to-rank platform, the
dimension of feature vector is 3.
Pointwise based on Random Forest: Random forest is composed of several
decision trees which are independent on each other. Each decision tree will clas-
sify the sample in the test data set, the final result of classification depends on
the vote of all the trees [7]. We apply random forest to implement pointwise ap-
proach which classifies the document-query pairs into relevant or not. We apply
only 100 decision trees in our forest. The training data is transformed from the
results in 2014 task. The weighting scores of BM25, PL2 and BB2 model are
extracted to represent the document-query pairs in the previous results.
Pairwise based on SVM: SVM is a maximum margin classifier. We utilize
svmRank to implement pairwise approach which compares the relevance between
candidates documents in the search results.
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Model Application: Firstly, we apply BM25, PL2 and BB2 model to achieve
three initial results. Then a new result is achieved ordered by the combination
of scaled scores of three retrieval model. For pointwise, random forest is utilized
to classify the candidate pairs in the new result. Document-query pairs which
are classified as relevant will award extra relevance score. Then, the result is
re-ranked by the new score. In pairwise, svmRank is utilized to calculate the
relevance score of document-query pairs. Then, the result is re-ranked by the
relevance score.

2.2.2 Position Based Approach

We assume that occurrence of a query term has an impact towards its neigh-
bouring text [4][5][6]. This impact attenuates when a position is farther away.
The kernel function can be utilized to estimate query term occurrence’s impact.

Suppose � is the farthest distance query term can impact on. For a given
query term and the given document, the parameter � belongs to this query term
is defined by equation 1.
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Where, N is the total number of words in the candidate document. n represents
the di↵erent words number in the candidate document. qtf is the target query
term’s word frequency.

Our kernel function is made up by gaussian, triangle, cosine and circle kernel
functions, which is defined as follows:
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Where, the parameters a, b, c and d control the range each kernel function
works and can be assigned by user arbitrarily. u is the distance away from the
query term. The variable x which is relevant to u and � is defined as follows.
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u

�
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Given two query terms qi and qj , we say that they generating cross term
qij [6]. The word frequency of the cross term qij in the given document is the
sum of Kerneli(ui) and Kernelj(uj). Where ui and uj are belong to qi and qj

respectively. Word frequency qtfqij of cross term qij in query is defined identical
to tfqij .
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We applied the cross term into BM25 algorithm, then the weight of cross
term qij in document D can be defined by equation 2.

w(qij , D) =
(k1 + 1)tfqij
K + tfqij

·
(k2 + 1)qtfqij
k2 + qtfqij

· logN � n+ 0.5

n+ 0.5
(2)

Where k1 and k2 are tuning constants which depend on the dataset used.
K = (1 � h) + h · dl

avdl . dl is the length of the candidate document, and avdl is
the average document length.

Finally, a document’s position based weight under the given query is awarded
by the sum of all cross terms’ weights in this document.

pos weight(D) =
X

i<j

w(qij , D) (3)

We combine the results obtained by applying BM25, BB2 and PL2 retrieval
models. Each document in the precious combination achieves a position based
weight through the position based model. Then, the new score of a candidate
document is determined by the sum of its normalized position based weight
and the initial weight assigned by combination method. At last, the candidate
documents are re-ranked according to their new scores.

3 Experiments and Evaluation

3.1 Document Processing

In the document processing, we first divide every article into six segment, in-
cluding title, abstract, text, table, figure and reference. Then, we extract age
and gender as the additional information.
Analysis of the various parts of the article: The document is given in the
NXML format. We believe that title and abstract parts are the most important,
followed by the content and reference parts. What is more, we believe that the
captions of tables and figures are very useful. Therefore, we extract the title,
abstract, text, tables’ captions, figures’ captions and the reference part from the
raw data.
Age and gender: Regular expression are used to extract and normalize age
and gender information from the documents and queries. According to the age
division standard released by the United Nations we make age into 12 categories.
Table 1 shows the details of our classification. For gender, we define male, him,
his, he, gentleman, gentlemen, man, men, boy, and boys as male. At the same
time, we define female, her, she, hers, lady, ladies, woman, women, girl and girls
as female.

3.2 Submissions and Evaluation

In task A, our queries are composed of summaries of topics, expansion terms
gained though Web based method and topics types. Then, in task B, the queries
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Table 1. Age Categories

Age Bracket Tag

0-1 baby
1-7 childhood
8-12 youth
13-18 young teenage
19-25 middle teenage
26-35 old teenage
36-45 young adult
46-55 middle adult
56-65 old adult
66-75 young old
76-85 middle old
>86 elder

Table 2. Summary of evaluation

Run MAP infNDCG bpref p@10

ecnu1 0.1641 0.2664 0.2166 0.4500
ecnu2 0.1632 0.2680 0.2157 0.4533
ECNUPB 0.0220 0.0702 0.0782 0.1033
ecnu3 0.2216 0.3821 0.3066 0.5633
ecnu4 0.2207 0.3749 0.3049 0.5533
ECNUBP 0.1010 0.1656 0.2128 0.1967

are made up by queries used in task A and diagnosis field provided by the
organizer.

We applied the IR system Terrier4 to implement BM25, PL2, and BB2 mod-
els. Their results are combined by the following strategy. First, we use the 0-1
normalization on each run. Note that we select the top 5000 results in a run, in-
stead of the top 1000 results. Second, we put all the results into a pool such that
the most overlapped results have the priority to be selected as the candidates.
Finally, the top 1000 results are sorted as the combination run for re-ranking.

Here we submit six runs where the description for each run is as follows. And
the evaluation of our submissions is summarized in Table 2.

– ecnu1: We utilize the learning-to-rank model to re-rank the results, which is
based on the pointwise loss function.(Task A)

– ecnu2: we utilize the learning-to-rank model to re-rank the results, which is
based on the pairwise loss function.(Task A)

– ECNUPB: we utilize the position based model to re-rank the combination
run.(Task A)

– ecnu3: a combination of the results gained though BM25, PL2, BB2 model.(Task
B)

– ecnu4: we utilize the learning-to-rank model to re-rank the results, which is
based on the pairwise loss function.(Task B)

– ECNUBP: we utilize the position based model to re-rank the combination
run.(Task B)

The main evaluation is infNDCG. In task A, ecnu1 obtains the fourth place
over all the automatic results. In task B, ecnu3 achieves the first place over all
the automatic results.

4 http://terrier.org
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