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ABSTRACT
Retrieving information from Twitter is always challenging
given its volume, inconsistent writing and noise. Existing
systems focus on term-based approach, but important topical
features such as person, proper noun and events are often ne-
glected, leading to less satisfactory results while searching in-
formation from tweets. This paper propose a novelty feature
extraction algorithm which targets the above problems, and
present the experiment results using TREC11 dataset. The
proposed approach considers both term-based and pattern-
based features and distribute weights accordingly. We experi-
ment four different setting to evaluate different combinations
and results show that our approach outperformed traditional
method of using term-based or pattern only methods and sig-
nify the importance of topical features in microblog retrieval.

1. INTRODUCTION

Microblogging has emerged as one of the primary social me-
dia platforms for users to post short messages from personal
updates, questions and content of interest. One of the popular
microblog service providers is Twitter. Twitter has attracted
over 200 million registered users and publishing 50 million
tweets per day. Users from Twitter come from different areas
include national leaders, celebrities, field experts and general
public. The significant use of twitter has been witnessed in
various application from stock forecasting [1], event moni-
toring [2] to natural disasters [3]. It also plays an important
role in critical situation where reliable communication is not
available such as 2009 Iranian election [4] and Mumbai ter-
rorist attack [5]. i

In addition to information sharing, users refer to Twitter
for information about breaking news and real-time events. By
searching Twitter, users can obtain instantaneous updates on
issues of their interest in a timely manner, and from multi-
ple perspectives. However, it is a challenging task as tweets
are unstructured, ungrammatical and prone to noise. The 140
characters word limit also causes users to employ different
strategies such as abbreviations and slangs in order to com-
press more information. Furthermore, vast amount of tweets
delivered makes it impossible for human to read and distil
useful information, without the help of machines. Hence,
there exist the needs for a system to assist users to retrieve
information effectively from Twitter.

Most of the current microblog IR system relying on term-
based model such as TF-IDF, BM25 and probabilistic model
[6, 7, 8]. The advantages of term-based model is efficient
computation performance and the maturity of term weight-
ing theories. However, term-based approaches often suffering
from problems of polysemy and synonym and very sensitive
to term use variation. Topical feature such as phrases and
named entities (e.g. person, location and proper nouns) are
also often neglected. This problem is even more evident in
microblogs due to the amount of noise and causes poor re-
trieval.

In TREC 2011, we explore the topical feature discovery in
Twitter from both data mining and information retrieval per-
spectives. We present an algorithm to extract topical feature
from tweets using pattern mining technique to capture mean-
ingful pattern. We then assign weight to the terms and word
pairs based on the term distribution in each pattern. We eval-
uate our approach using TREC 2011 Microblog track dataset.
Experiment results show that our method performs better than
existing term-based solutions.

2. RELATED WORK

Twitter has been used to search for information for its large
amount of social information and timeliness response. Users
searched twitter particularly for answers, timely information
(e.g. news, events), people information and topical informa-
tion [9, 10]. However, search functionality provided by Twit-
ter is limited to keyword-based retrieval to return the most
recent posts. Users are unable to explore the results or re-
trieve more relevant tweets based on the content, and may get
lost or become frustrated by the information overload [11].

Various retrieval models have been proposed to assist
users in retrieving information from Twitter. Magnani et al.
proposed a user-based tree model for retrieving conversations
from microblogs [12]. A system by [7] performs data mining
on users demographic information (twitter clients, geograph-
ical location, gender) to visualise underlying properties of
tweets for decision making. Query-likelihood retrieval model
can be used to identify subtopics for further browsing [13].

Apart from specially designed twitter retrieval systems,
different unique properties of Twitter are also exploited for re-
trieval purpose. Hashtag is commonly used to conduct search
for topics of interest (#greysanatomy), monitor event devel-
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opment (#emmy) and discuss trending issues (#carbontax).
Hashtag has also shown useful for relevance feedback and
query expansion [6]. The statistics of tweets published, fol-
lowers count and following-followers ratio can be used to es-
timate the authority of users to rank and improve the retrieval
result [14].

Current twitter retrieval relies heavily on term-based ap-
proach, such bag-of-words (BOW) model. Each tweet is con-
sidered as a collection of pre-processed (e.g. normalized,
stemmed) terms with weight scores (e.g TF-IDF) assigned.
This approach is suitable for tweets as it is topic specific and
performance is reliable without any advanced computation.
However, it is also shown to be very sensitive to noise [15].
The word limit in tweet is causing users to use different terms
and abbreviations, which degrades the retrieval performance.
Different strategies have been adopted to overcome the mi-
croblog retrieval issues. For instance, query expansion is used
to capture more relevant terms from the initial query [16].
Topical features such as named entities is used in clustering
task and but its use in retrieval task was not yet explored [17].

Most of the current study on twitter retrieval are using
keyword-based technique and the result is not promising (as
it is still sensitive to noise). The potential of using other tech-
niques and features such has yet to be studied. In this re-
search, we proposed a twitter retrieval framework focus on
using topical feature, combine with query expansion using
pseudo-relevance feedback (PRF) to improve microblogs re-
trieval results.

3. SYSTEM FRAMEWORK

This section will detail the design of our system framework
as shown in Figure 1. Given a set of microblog corpus, we
first perform feature extraction and index into database. A
query will then be matched with the tweet index to retrieve
initial resultset. The result is then used to expand the initial
query with more relevant terms. Finally the query will be re-
weighted and used to re-rank the resultset to return the final
result.

The following observations are made and taken into con-
siderations during our framework design. Firstly, tweets are
limited by 140 characters, and can be noisy and terms usage

varying. Secondly, tweet contains concise topical informa-
tion about person, location and events [10]. Lastly, users ini-
tial query are always short and often does not include relevant
keywords which leads to low recall. Therefore, we design our
framework with the following goals:

• To consider both important terms-based and topical fea-
ture, which aims to capture important patterns such as
{barack, obama}, {brisbane, australia}

• To automatically expand initial query with relevant
terms to improve retrieval result.

A main control process handles the following tasks dur-
ing experiments: expand query (details provided in later sec-
tion), assign feature weights and rank results. Assuming in
microblogs retrieval, users are more interested in most recent
results, tweets are always sorted by relevance then by time in
descending order. The logical flow of the process is detailed
in Algorithm 1.

Algorithm 1 Main Control Process
Input
- A set of tweets. D = {d1, d2, d3, ...dn}
- Initial query, q

Method

1. Use q to retrieve top 100 tweets in D.
2. Sort the retrieved tweets based on time.
3. Form training set Ω using top 10 of the sorted tweets
4. Form expanded query Q using terms from Ω

5. Use Q to retrieve 1000 tweets from D and sort based
on time

6. Use top 30 tweets as the final result

4. FEATURE EXTRACTION AND WEIGHTING

As twitter search is topic specific and not only terms but also
named entity, it is important to consider both important terms
and pattern in our feature extraction. For term-based feature,
we adopt Vector Space Model (VSM) and TF-IDF weighting
scheme as shown in Equation 1. We define that tweet docu-
ment d contains a set of terms where d = {t1, t2, t3, ..., tn},
the weight w of term t in d can be calculated as the product
of the average term frequency with proportion to the length of
tweet and the logarithmic inverse document frequency.

wt,d =
tft,d
|d|

× log(
N

dfi
) (1)

For topical feature, we adopt Frequent Pattern Mining
(FPM) approach to find the closed pattern. Frequent pattern
mining is to find out the pattern that occurs with a minimum



occurrence (support) greater than the preset minimum sup-
port (min sup) and a closed pattern is the longest pattern of
size n with same support of the pattern of size n− 1.

Let D be the collection of tweets where D =
{d1, d2, d3, ..., dn}, and each tweet d contains terms where
d = {t1, t2, t3, ..., tn}, T denotes all the terms in the collec-
tion D. We then define termset X be a set of terms from T ,
coverset(X) = {d|d ∈ D,X ⊆ d} . Its support sup(X) =
|coverset(X)|. A termset X is called a “frequent pattern” if
sup ≥ min sup, a pre-defined minimum support.

A pattern p = {t1, ..., tn} is an unordered list of terms
(in this research, we limit maximum n to 3). A pattern
p2 = {x1, · · · , xi} is a sub-pattern of another pattern p1 =
{y1, · · · , yj}, denoted by p2 ⊂ p1. With that, we can say
that p2 is a sub-pattern of p1 and p1 is super-pattern of p2.
A frequent pattern is defined as “closed pattern” if not ∃ any
super-pattern X1 of X such that sup(X1) = sup(X), and
P = {CP1, CP2, · · · , CPn} denotes the closed frequent pat-
tern for all tweets.

Next, we develop different weighting strategies. By eval-
uating term supports based on their appearances in patterns.
The evaluation of term supports (weights) in this paper is
different from term-based approaches. For a term-based ap-
proach, the evaluation of a given terms weight is based on its
appearances in tweets. In this research, terms are weighted
according to their appearances in discovered pat- terns.

• RUN1 – Terms only (TO): Baseline run using terms fre-
quency without weighting.

• RUN2 (§ 4.1) – Pattern weighted terms (PWT): Terms
based and weighing terms using term occurrence in pat-
terns.

• RUN3 (§ 4.2) – Term weighted Patterns (TWP): Pat-
terns only and weighing pattern using weights of the
terms within the pattern.

• RUN4 (§ 4.3) – Weighted Terms and Pattern (WTP):
Combine second and third weighting scheme. (Main
run)

4.1. Pattern Weighted Terms (PWT)

Hypothesis A term ti is more important than tj if ti appears
in more pattern than tj and ti is more important than tj if it
appears in more frequently appear pattern. The weight w(t)
can be calculated by aggregating the support of patterns where
t appear, as below:

w(t) =

|P |∑
i=1

|{p|p ∈ Pi, t ∈ p}| (2)

4.2. Terms Weighted Patterns (TWP)

Hypothesis A pattern pi is more important than pj if aggre-
gated weight of t ∈ pi are more important than aggregated
weight of t ∈ pj . The weight w(p) can be calculated by ag-
gregating the term frequency for all terms in p,

w(p) =
∑
t∈p

w(t) (3)

A term ti is more important than tj if ti appears in more
pattern than tj and ti is more important than tj if it appears
in more frequently appear pattern. Therefore, the weight w(t)
can be calculated by aggregating the support of patterns where
t appear, as below:

4.3. Weighted Terms and Pattern (WTP)

If the hypothesis from 4.2 and 4.3 hold, term-based feature
can be obtained using PWT and topical features can be ex-
tracted by pattern mining using TWP. With that, we can de-
duce that if a tweet is represented by both feature, it will rep-
resent both term and topic feature, therefore:

tterm = {(t1, tw1), (t2, tw2), · · · , (tn, twn)}

tpattern = {(p1, pw1), (p2, pw2), · · · , (pn, pwn)}

t = tterm ∪ tpattern

4.4. Query Expansion

One main problem in microblog retrieval is that query is short
and unable to accurately describe users informations needs.
As users compose tweets using different terms, many tweets
that are relevant but without the query terms inside will not
be retrieved. One way to overcome this problem is to perform
query expansion which expand the initial query with more
relevant terms.

A typical query expansion technique is pseudo-relevance
feedback (PRF). PRF is an automatic relevance feedback pro-
cess based on local analysis, which assumes top retrieved
documents are relevant and extract the terms from the top re-
trieved documents and add them back to the query. The ben-
efits of using PRF is that it improves retrieval performance
without external interaction [18], which is ideal for twitter
retrieval since it is realistically difficult to perform multi-
iteration relevance feedback.

The query expansion is done using a Vector Space Model
(VSM) with TF-IDF weighting. Given an initial query q, we
first retrieve 100 relevant tweets and rank it reverse chrono-
logically. The top 10 tweets are then selected as the training
set Ω, and all the terms in Ω are used to expand q and form
Q. Expanded query Q is then used to retrieve 1000 tweets
and rank reverse chronologically. The top 30 tweets are then
selected as the final result.



Table 1. Dataset Statistics
Total Tweets 16,141,812
Null Tweets 1,204,053
ReTweets 2,596,642

Non-english Tweets 5,204,053
Indexed Tweets 4,952,843

Total Tokens 27,240,636

4.5. Similarity Metric

In vector space model, all queries and documents are re-
presented as vectors in dimensional space V , where V repre-
sents all distinct terms in the collection. The similarity of doc-
uments is determined by the similarity of their content vector.
This has led to three problems: (i) Low frequency terms in the
collection will be assigned relatively high weight and (ii) The
similarity score is low due to the absence of terms in query,
and (iii) semantically related terms that does not appear in
query will not be retrieved. Therefore, cosine similarity will
not be used as the similarity and instead Jaccard Index will
be used. Equation denotes the similarity function between a
query q and a tweet d:

Sim(q, d) =
|q ∩ d|
q ∪ d

(4)

5. EVALUATION

The performance of our microblog retrieval will be evaluated
based on both standard Information Retrieval (IR) metrics, us-
ing a set of 50 topics provided by TREC. The topics is manu-
ally selected and by expert users. TREC11 microblog dataset
will be used for the evaluation.

5.1. Dataset Description

Dataset from TREC’11 microblog track is used for our eval-
uation. The dataset consists about 16 million tweets collected
during 2010-01-23 to 2010-02-08 Tweets are filtered by lan-
guage and only English tweets are used in the experiment. We
then perform noise removal and stopwords removal on tweets.
The statistics of the dataset is detailed in Table 1.

5.2. Results and Discussions

This section we will discuss our evaluation from both TREC
wide results and intra-run results. The TREC wide results de-
scribe and compare the performance of our system compared
to other system. Intra-run results detail the characteristics of
our runs and the pros and cons.

Table 2. Performance for highly relevance

RunID MAP R-PREC P@30
Run1A 0.0753 0.1114 0.1347
Run2A 0.0486 0.0846 0.1694
Run3A 0.0673 0.1191 0.2034
Run4A 0.0486 0.1040 0.1973

Table 3. Performance for highly relevance

RunID MAP R-PREC P@30
Run1A 0.0797 0.0983 0.0374
Run2A 0.0419 0.0566 0.0424
Run3A 0.0646 0.0846 0.0556
Run4A 0.0353 0.0513 0.0515

Table 4. Topics with poor performance
TopicID Topic Title
MB002 2022 FIFA soccer
MB005 NIST computer security
MB011 Kubica crash
MB014 release of “The Rite”
MB015 Thorpe return in 2012 Olympics
MB016 release of “Known and Unknown”
MB017 White Stripes breakup
MB018 William and Kate fax save-the-date
MB030 Keith Olbermann new job
MB038 protests in Jordan
MB048 Egyptian evacuation

5.3. Results

Table 2 and Table 4 shows the Mean Average Precision
(MAP), Recall Precision (R-PREC) and the official Preci-
sion when 30 tweets are retrieved (P@30) for All Rele-
vance (ALLREL) judgement and Highly Relevant (HIGH-
REL) judgement. ALLREL includes 49 topics and HIGH-
REL includes only 30 topics contain highly relevant tweets,
on the TREC relevance scale. Topic 50 is removed from the
evaluation due to insufficient relevant tweets. Table ?? shows
the topics which our system did not perform well.

The highest MAP score in RUN1 is 1.00 for topic MB018
- “William and Kate fax save-the date”, where MB040 -
“Beck attacks Piven” topped RUN2 and RUN3 with MAP
score of 0.25 and MB012 - “Assange Nobel peace nomina-
tion” scored the highest with 0.30 in RUN4. In overall, RUN1
with terms frequency only performs the best and performance
of RUN2 – Weighted Terms (PWT) performance is the worst.
Weighted Pattern (TWP) is acceptable however it does not
improve the performance of PWT as we expected. The rea-



son behind why PWT performance is worst might be caused
by the amplification effect of the original terms only (TO) ap-
proach.

In P@30 measurement, WTP performs similarly to PWT,
and both significantly outperformed both term-based ap-
proach. The highest precision score in RUN1 is 0.67 for
topic MB020 - “Taco Bell filling lawsuit”, and topic MB009
- “Toyota Recall” achieved best result in RUN2, RUN3 and
RUN4 with precision score 0.73.

6. CONCLUSION AND FUTURE WORK

The work presented in this paper investigated four differ-
ent settings to evaluate the effectiveness of term-based and
pattern-based feature, for use in microblogs retrieval. We
addressed the short user query problem by using pseudo-
relevance feedback to expand initial query and apply different
weights for different features. A similarity metric is recom-
mended to consider only the terms appear in query, to pre-
vent query result to be affected by non-existed terms. While
the retrieval performance are still far from ideal when com-
pared with performance of traditional IR in full length docu-
ment, our work has definitely shed some light in microblogs
retrieval field.

In our approach, we considered pattern mining as a key
technique to extract topical feature in a natural way. Impor-
tant terms are always together to indicate importance. In addi-
tion, we considered different weighting scheme to experiment
the validity of our hypothesis and the results agree with our
hypothesis that topical features is good for microblogs.

It is also worthwhile to mention that none of our proposed
method uses any external and future evidence. This is because
we strongly believe that whatever belongs to the data it has
to be coming out from the data. The data itself is the best
descriptors to describe the properties and nature of data at the
point of time when a query is issued.

Due to the fact that we believe there are still possibility to
use simple approach to solve the microblog retrieval problem.
In addition, complex model with various parameters estima-
tion and adjustment required high computational power and
makes the system more sensitive to noise, therefore it is not
encouraged to do so.

In the future, we plan to include more twitter related char-
acteristics to improve the result. Another key consideration
is also whether or not we should change the algorithm to im-
prove the quality of pseudo-relevance tweets returned. We do
not intend to change the feature extraction methodology as
we want to keep it as simple and straightforward as possible,
however the model can be further improved to achieve higher
retrieval performance.
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