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1 Introduction

IRRA (IR-Ra) group participated in the 2010 Web track. In this year, the major concern is to examine
the effect of supplementary methods on the effectiveness of the new nonparametric index term weighting
model, divergence from independence (DFI).

Every written text document contains words, but the words used in individual documents may differ
due to many divergent (latent) factors, such as topic, author, style, etc. Some words should be inten-
tionally used by authors, in order to compose the information contents of documents, while some words
are used due to the grammatical rules. The former set of words is commonly referred to as the keywords
or the content bearing words, and the later ones are referred to as the function words or the stop words.
Since the function words are used due to the grammatical rules, they should appear, less or more, but
in almost all documents, irrespective of (or independently from) the information contents of documents.
It is, therefore, reasonable to expect the function words be distributed proportionally to the lengths of
documents. On the other hand, since the content bearing words are intentionally used by the authors,
their frequency distributions must be affected, and hence should differ from the frequency distributions
of the function words on a collection of documents.

The content bearing words of a document can be identified by measuring the divergence from inde-
pendence. According to the DFI model, if the ratio of the frequencies of two different words remains
constant for all documents, the occurrences of those words in documents are said to be independent
from the documents. Assume that the magnitude of the contribution of a word to the information con-
tent of a particular document is proportional to the observed frequency of the word on that document.
Then, it can be said that both words contributes to the information contents of all documents, equally.
However notice that an equal contribution to the information contents of all documents actually implies
no contribution. Such words can only be the words that are used due to a particular reason/rule, such
as grammar; because otherwise, a word could not appear in all documents having different information
contents.

In analogy, the use of HTML tags in Web pages is a good basis to exemplify the independence notion.
Since the function words can appear in all documents, not because of their contribution to the information
contents of documents, but because of the grammatical rules, they can be thought of as the HTML tags.
For instance, every Web page contains exactly two “html” tags and two “body” tags, so the ratio of the
frequencies of the “html” and the “body” tags remains constant for all Web pages. According to the
independence model, this suggests that the occurrence of “html” tag relative to the “body” tag does not
depend on the Web pages, and that the “html” and the “body” tags contribute to the information content
of each Web page, equally. It is already known that the HTML tags are used by design, independently
from the information contents of the Web pages. But the point in here is that, by using the independence
model, this property of HTML tags can be related to their observed frequency distributions on the Web
pages, and thereby, it can be recovered without any external knowledge. This definition of independence
is easy to understand, but hard to use in practice. In order to use it in practice, it is necessary to
measure the degree of independence/dependence between a word and a document, individually. In fact,
for each pair of word and document, the independence model can suggest the frequency expected under
independence. This enable us to decide whether a particular word is independent from a given document.
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If the observed frequency of a word in any given document is equal to the frequency suggested by the
independence model, then the word is said to be independent from the document.

The DFI model of term weighting is closely related to the divergence from randomness (DFR) model
introduced by Amati and Van Rijsbergen (2002). But they are different in that, in the DFR model, it
is assumed that the important terms of a document are the terms whose frequencies diverge from the
frequency suggested by a basic randomness model, such as Poisson, Hyper-Geometric, Bose-Einstein
etc., whereas in the DFI model, it is assumed that the important terms are the terms whose frequencies
diverge from the frequency suggested by the independence model. Harter (1975a,b) is the first researcher
who introduces the paradigm used in both the DFR and the DFI. According to this paradigm, there are
“speciality words” and “nonspeciality words”. Speciality words are the words that occur densely in an
“elite set” of documents whose informative contents are composed of the meanings represented by that
words. In contrast, nonspeciality words are the words that appear in documents, randomly, and hence,
they are the words that do not contribute to the information contents of documents. Speciality words are
assumed to differ from nonspeciality words in distribution on a collection of documents. Harter claims
that both the speciality and the nonspecialty words follow a Poisson distribution, but with different
means, λ1 and λ2, respectively, where λ1 > λ2.

In the DFR model, it is assumed that a speciality word is the word whose frequency distribution
diverges from the basic randomness model, while a nonspeciality word is the word whose frequency
distribution follows the basic randomness model. The basic randomness models that are considered in
the work of Amati and Van Rijsbergen (2002) include, but not limited to the Poisson distribution: many
probability density functions are examined, such as Hyper-Geometric, Bose-Einstein, etc. On the other
hand, in the DFI model, it is assumed that a speciality word is the word whose within document frequency
diverges from the frequency suggested by the independence model, while a nonspeciality word is the word
whose within document frequency follows the frequency suggested by the independence model.

In essence, the DFI model of term weighting replaces the notion of randomness with the notion of
independence. This means that the DFI model is the nonparametric counterpart of the DFR model.
In every index term weighting model, a given term is weighted by means of a statistic (the weighting
function), which is derived from the data at hand, i.e., the document collection. A nonparametric
statistic, or rather a nonparametric method/procedure, can be defined by what it is not. Traditional
statistical (hypothesis testing) methods are based on parametric assumptions such that the population of
data can be generated by some well-known family of distributions, such as normal, exponential, Poisson,
and so on. Each of these distributions has one or more parameters (e.g. the normal distribution has
mean µ and variance σ2), at least one of which is presumed unknown and must be inferred from a sample
of data drawn from the population. In the literature of statistics, Wolfowitz (1942) first coined the term
nonparametric: “We shall refer to this situation [where a distribution is completely determined by the
knowledge of its finite parameter set] as the parametric case, and denote the opposite case, where the
functional forms of the distributions are unknown as the nonparametric case”. In addition, Bradley
(1968) mentions that “The terms nonparametric and distribution-free are not synonymous ... Popular
usage, however, has equated the terms ... Roughly speaking, a nonparametric test is one which makes
no hypothesis about the value of a parameter in a statistical density function, whereas a distribution-
free test is one which makes no assumptions about the precise form of the sampled population.”. It
can be confusing to understand what is implied by the word “nonparametric”. However as a rule of
thumb, it is enough to know that the adjective “nonparametric” qualifies not only the statistic, but
also the (statistical/inductive) inference process in which the statistic is used. In here, the “inference”
corresponds to decide whether or not the observed frequency of a term in a document diverges from
independence/randomness.

The DFR model of term weighting necessitates a hypothesis about the functional form of the frequency
distributions of terms on the document collection in use, in order to define what is random. In the context
of statistical inference, this suggests that the DFR model is of the parametric type. In contrast, in the
DFI model, the amount of divergence from independence is measured based on the Pearson’s Chi-Square
statistic. The fact that the Pearson’s Chi-Square statistic is of the nonparametric type (Conover, 1999)
suggests that the DFI model of term weighting is of the nonparametric type. On the other hand, it
should also be noted that the DFR model of term weighting is also qualified as a nonparametric model
in the original work of Amati and Van Rijsbergen (2002), where the term “nonparametric” means no-
parameter or parameter-free; and “parameter-free models are meant to be models that do not contain
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parameters that are learned from relevance feedback”1. In this respect, it can be said that the DFI model
is nonparametric in both senses.

The TERRIER retrieval platform (Ounis et al., 2007) is used to index and search the ClueWeb09-T09B2

data set (“Category B” data set), a subset of about 50 million Web pages in English. During indexing
and searching, terms are stemmed but not stopped.

2 DFI Formula

The DFI formula used in IRRA runs is given by

DFIij = log2

(

tfij − eij
√
eij

+ 1

)

, (1)

where tfij is the frequency of term i in document j, and eij is the expected frequency of term i in
document j. Under independence, expected frequency, eij is given by

eij = TFi

Dj

N

where TFi is the collection frequency of term i, Dj is the length of document j, and N is the collection
size in terms of words. Roughly speaking, under independence, the collection frequency of term ti (TFi)
should be distributed on documents, proportionally to the proportion of the length of each document
(Dj/N). That is,

∑

j Dj = N and
∑

j TFj/N = 1, so
∑

j eij = TFi, meaning that
∑

j (tfij − eij) = 0.

3 Run Descriptions

IRRA runs use TFxIDF weighting scheme where the DFI formula in Equation 1 is used in place of TF
component and IDF is the BM25 IDF (Robertson et al., 1981).

irra10b : This is the base run of the system developed for high recall and average precision. It uses
spam filtering and phrase searching based on n-grams.

irra10hp : This is the run of the system developed for high precision. The goal of this run is to
maximize precision on topics that the system performs well.

irra10rob : This is the run of the system developed for robustness in retrieval performance, i.e., it
is the system that is expected to return predictable results to every topic.
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