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1. INTRODUCTION

In TREC 2008, we participate in the Blog, Enterprise, and Rel
evance Feedback tracks. In all tracks, we continue the nesea
and development of the Terrier platfotmentred around extending
state-of-the-art weighting models based on the Divergdtroen
Randomness (DFR) framework [26]. In particular, we ingese
two main themes, namely, proximity-based models, and ciodie
and profile enrichment techniques based on several resource

In the Blog track, we aim to improve our opinion detectiorttec
nigques and to integrate various new blog-specific featuresaur
Voting Model [18]. For the baseline ad-hoc task, we aim tddui
strongly performing baselines by applying two differemttriques.
The first one boosts documents in which query terms co-octur i
a given window size, and the second one applies query exgansi
using collection enrichment. Non-English documents ase at-
moved from the retrieved results.

In the opinion-finding task, we experiment with two main cepin
ion detection approaches. The first one improves our TREQ 200
dictionary-based approach by automatically building aterimal
opinion dictionary from the collection itself. We measuhne bpin-
ionated discriminability of each term using an informatitieoretic
divergence measure based on the relevance assessmeaafipr
years. The second approach is based on the OpinionFinder too
which identifies subjective sentences in text. In particule in-
troduce a novel method to measure the informativeness afyque
terms occurring in close proximity to subjective sentences

In the blog distillation task, we have two research themeastlif,
we aim to extend our Voting Model with a component to focus on a
balanced and neutral retrieval that does not favour prdilfiggers.
The Voting Model is based on the intuition that a relevanghler
will post repeatedly around a topic area. By treating eat#vamt
post as a vote for that blog to be relevant, we can infer a ranki
of blogs. This approach is based on voting techniques iegiy
electoral social choice theory and data fusion [18]. Neéityrés
an important concept in an election — each candidate shavd h
an equal chance of getting elected. Similarly, bloggersikhioave
an equal chance of getting retrieved for a query, regardi€asw
many posts they have made. With this in mind, we investigate t
application of normalisation techniques in this task.

In our participation in the first Relevance Feedback track, w
aim to develop new techniques on top of our DFR query expansio

Ynformation on Terrier can be found at;
http://ir.dcs.gla.ac.uk/terrier/

models. First, we expand the query by measuring the divemsyen
of a term’s distribution in a relevance set to its distribatin the
whole collection using the Kullback-Leibler (KL) diverggmmea-
sure. This relevance set can be either pseudo, which csndigte
top returned documents, or explicit, which consists of tdggd
relevant documents as in the provided feedback sets B to E.

Second, we expand the query from surrogates of the documents
instead of all their text content. These document surregate
created by a low-cost, syntactically-based informatioocpssing
model, which uses surface-syntactic evidence to autoaibtiden-
tify informative content and to reduce the noise from anytuak
input. We use the surface-syntactic approach to prune dubbek
documents before selecting the query expansion termsyiatio
(noisy) terms carried in unusual syntactic structures t@hered.

In the Enterprise track, we participate in both the docunaert
the expert search tasks. In keeping with one of the centesthés
for our TREC 2008 patrticipation, we investigate the appi@maof
suitable external evidence in both tasks.

In the document search task, we investigate how external re-
sources can be used to enhance the retrieval performaramegthr
a collection enrichment approach. Our external resource®k-
tained from the top-ranked results produced by differemicr-
cial search engines. Furthermore, we test how the seleatipb-
cation of collection enrichment can provide further impements.

In the expert search task, we have two aims. Firstly, to ekten
and further test our novel Voting Model and, secondly, to &se
ternal evidence of expertise. The Voting Model takes inttoaat
various sources of evidence of candidate’s expertise, Bynéxing
the ranking of documents with respect to the query, and rinfgr
votes for candidates to be relevant. The model is expandeakéo
into account several input rankings of documents. In paldic
we use document rankings produced by Web search engines as an
external evidence of the expertise of the candidates.

The remainder of this paper is structured as follows. Sacio
describes the DFR models we use in TREC 2008. Section 3gletail
our indexing specifications. Section 4 describes our agheEsin
each of the Blog track post retrieval tasks along with theiresp-
onding evaluation. Section 5 details our participationhia Enter-
prise document search task, while Section 6 discussesghitgef
our first participation in the Relevance Feedback tracktiSes 7
and 8 cover our participation in the Enterprise track expegrch
task and on the Blog track blog distillation task, respesyiv Fi-
nally, Section 9 presents our final remarks.



2. MODELS

Following from previous years, our research in Terrier cenbn
extending the Divergence From Randomness framework (DER) [
In Section 2.1, we present existing DFR weighting models e e
perimented with in TREC 2008, while, in Section 2.2, we pnése
our existing DFR model that captures terms dependence axd pr
imity. Section 2.3 presents the Bol and KL DFR term weighting
models for query expansion.

2.1 Divergence From Randomness Weighting
Models

Document structure (i.e. fields, such as titles) has beenrshm
be useful when ranking documents. A field-based weightingeho
is one that considers the occurrences of query terms inrdiffe
fields. Robertson et al. [31] observed that the linear coatimn of
scores, which has been the approach mostly used for the nambi
tion of fields, is difficult to interpret due to the non-line@lation
between the scores and the term frequencies in each of ths.fiel
In addition, Hawking et al. [10] showed that the length ndima
sation that should be applied to each field depends on theenatu
of the field. Zaragoza et al. [36] introduced a field-basedioer
of BM25, called BM25F, which applies length normalisatiorda
weighting of the fields independently. Macdonald et al. [@5p in-
troducedNormalisation 2Fin the DFR framework for performing
independent term frequency normalisation and weightinfietds.

In this work, we use a field-based model from the DFR frame-
work, namely PL2F. Using the PL2F model, the relevance sgbre
a document! for a queryQ is given by:
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where )\ is the mean and variance of a Poisson distribution, given
by A = F/N. F is the frequency of the query tertrin the whole
collection, andV is the number of documents in the whole collec-
tion. The query term weighjtw is given byqt f/qt fmaz: qtf is

the query term frequency, and f,... is the maximum query term
frequency among all query terms. In PL2FFn corresponds to the
weighted sum of the normalised term frequencigsfor each used
field f, a technique known adormalisation 2H25]:
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wheretf; is the frequency of term in field f of documentd,
l; is the length in tokens of field in documentd, andavg_ls is
the average length of the field across all documertss a hyper-
parameter for each field, which controls the term frequeryal-
isation; the importance of the term occurring in figlés controlled
by the weightwy.

Note that the classical DFR weighting model PL2 can be gener-
ated by usindNormalisation 2nstead of Normalisation 2F farfn
in Equation (1) above. Normalisation 2 is given by:

),(c>0)

wheretf is the frequency of termt in the document, [ is the
length of the document in tokens, andg_l is the average length
of all documentsc is a hyper-parameter that controls the term fre-
qguency normalisation with respect to the document length.
Another weighting model used in our participation in TREC is
the InLB model, which is applied in the Blog track opinionefing
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task. This model applies the Inverse Document Frequency and
Laplace succession for document weighting [1], as well a2B®
term-frequency normalisation function [32]. In InLB, forgiven
documentd and queny, the relevance score is given by:
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= df +0.5
where the query term weightw is given byqt f/qt fmaz, qtf is
the query term frequency, amdf,,.. is the maximum query term
frequency among all query termgV is the number of documents
in the collection, andif is the number of documents containing
the query termt. The normalised term frequeneyn is given by
BM25's normalisation function [32] as follows:
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wheret f is the within-document term frequendyis the document
length, andwvg_l is the average document length in the whole col-
lection. b is a free parameter. In this paper, we s&tb 0.2337 after
training on the 100 topics from the TREC 2006 and 2007 Blogkira
opinion-finding tasks, numbered 851 to 950.

The last weighting model used in this work is the DPH model,
also derived from the DFR framework. Using DPH, the releeanc
score of a documert for a queryQ is given by [2]:

I N
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whereF is given byt f /1, tf is the within-document frequency, and

| is the document length in tokengvg_l is the average document
length in the collection\ is the number of documents in the collec-
tion, andTF is the term frequency in the collection. Note that DPH
is a parameter-free model. All variables in its formula candd
rectly obtained from the collection statistics. No paraesnétining

is required to optimise DPH, and we can rather focus on study-
ing query expansiongtw is the query term weight and is given by
qtf/qt fmaz, Wheregtf is the query term frequency amdf, ... is

the maximum query term frequency among all query terms.

2.2 TermsDependence inthe Divergence From
Randomness Framework

We believe that taking into account the dependence andmroxi
ity of query terms in documents can increase the retriefattfe-
ness. To this end, we extend the DFR framework with models for
capturing the dependence of query terms in documents. Wollo
ing [3], the models are based on the occurrences of pairsearfyqu
terms that appear within a given number of terms of each dther
the document. The introduced weighting models assign sdore
pairs of query terms, in addition to the single query term$ie T
score of a documenit for a queryQ is given as follows:

z score(d, p)
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score(d,Q) = thw score(d, t)
teQ
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where score(d, t) is the score assigned to a query tefrin the
documentd, p corresponds to a pair of query terms, afd is
the set that contains all possible combinations of two qtemys.
In Equation (7),Zt€Q qtw - score(d,t) can be estimated by any
DFR weighting model, with or without fields. Theore(d, p) of

a pair of query terms in a document is computed as follows:

score(d, p) = —logy (Pp1) - (1 = Pp2) ®)



whereP,; corresponds to the probability that there is a document in
which a pair of query terms occurs a given number of time&,1

can be computed with any randomness model from the DFR frame-

work, such as the Poisson approximation to the Binomialitist
tion. P,2 corresponds to the probability of seeing the query term
pair once more, after having seen it a given number of tinigs.
can be computed using any of the after-effect models in thR DF
framework. The difference betweemore(d, p) and score(d, t)
is that the former depends on counts of occurrences of theopai
query term®, while the latter depends on counts of occurrences of
the query ternt.

This year, we applied the pBiL2 randomness model [17], which
does not consider the collection frequency of pairs of quemns.
It is based on the binomial randomness model, and compuges th
score of a pair of query terms in a document as follows:

score(d,p) = log, (avg-w — 1)! + log, pfn!

sl
pfn+1
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pfnlog,(pp)

©
(avgw 1 pfn) logy(v}))

whereavg w = T=Nws—1) is the average number of windows of
sizews tokens in each document in the collectidv s the number
of documents and’ is the total number of tokens in the collection.
pp = Wlwﬂ pp = 1 — pp, andpfn is the normalised frequency
of the tuplep, as given by Normalisation 21fn = pf - log,(1 +

cp - 22—} In Normalisation 2pf is the number of windows of
sizews in documentd in which the tuplep occurs,l is the length
of the document in tokens, ang > 0 is a hyper-parameter that
controls the normalisation applied to th¢ frequency with respect
to the number of windows in the document.

2.3 Term Weighting Models for Query Expan-
sion

Terrier implements a list of DFR-based term weighting mod-
els for query expansion. The basic idea of these term weighti
models is to measure the divergence of a term’s distributioa
pseudo-relevance set from its distribution in the wholdemion.
The higher this divergence is, the more likely the term isted to
the query topic. Among the term weighting models implemeénte
in Terrier, Bol is one of the best-performing ones [1].

The Bol term weighting model is based on the Bose-Einstein
statistics. Using this model, the weight of a tetnm the exp_doc
top-ranked documents is given by:

1 Pn
—; + log, (1 + Py)

w(t) = tfz - log, (10)
whereezp_doc usually ranges from 3 to 10 [1]. Another parameter
involved in the query expansion mechanismig_term, the num-
ber of terms extracted from therp_doc top-ranked documents.
exp_term is usually larger thamzp_doc [1]. P, is given by%, F
is the frequency of the termin the collection, andV is the number
of documents in the collection.f, is the frequency of the query
termt in the exp_doc top-ranked documents.

Terrier employs a parameter-free function to determinegytiery
term weightgtw (see Equation (1)), which is given as follows:

th = qtf w(t) (11)
qtfmaw hmFﬂth U)(t)
1 P’I’L max
= Faelog, + P, +1ogy (1 + Pnmaz)
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wherelimp_.+¢, w(t) is the upper bound ab(t). Pn,mae iS given
bY Frhae/N. Fnaz is the frequencyf of the term with the maxi-
mumw(¢) in the top-ranked documents. If a query term does not
appear among the most informative terms from the top-radoed
uments, its query term weight remains equal to the original o
Another term weighting model employed by Terrier is based on
the KL divergence measure. Using the KL model, the weight of a
termt in the feedback document sbtis given by [1]:
p(t|D)

p(t|Coll)

wherep(t|D) = tf./c(D) is the probability of observing the term
t in the feedback document sé, ¢f, is the frequency of the
term¢ in the setD andc¢(D) is the number of tokens in this set.
p(t|Coll) = TF/c(Coll) is the probability of observing the term
t in the whole collectionT'F is the frequency of in the collec-
tion, andc(Coll) is the number of tokens in the collection. In our
experiments, the feedback document set containsapeloc top-
ranked documents, from which teep_term most weighted terms
by KL are then extracted.

Using KL, the query term weighgtw is also determined by
Equation (11), while the upper bound@ft) is given by:

w(t) = p(t|D) - log, 12)

c(Coll)

lo

Fmaz ° 10g2
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where Fi,.. is the collection frequency’ of the term with the
maximumw(t) in the top-ranked documents, is the length of
the feedback documents, ao(Coll) is the number of tokens in the
whole collection. Note that the DFR query expansion frant&wo
is similar to Rocchio’s relevance feedback method [33]. dlfe
ference is that the former considers the whole feedbackrdeati
set as a bag of words, while the latter averages term weigletis o
single feedback documents.

Ry, 0 =

(13)

3. INDEXING

In TREC 2008, we participate in the Blog, Enterprise, and Rel
evance feedback tracks. The test collection for the Blogktia
the TREC Blogs06 collection [23], which is a crawl of 100k dpto
over an 11-week period. During this time, the blog postsr{zer
links), feeds (RSS, XML, etc.) and homepages of each blog wer
collected. In our participation in the Blog track, we indexythe
permalinks component of the collection. There are apprexeéhy
3.2 million documents in the permalinks component. For teé R
evance feedback track, the test collection is the largke sGOV?2
collection, which has an uncompressed size of 426G. Foxinde
purposes, we treat the above two collections in the same Usy.
ing the Terrier IR platform [26], we create content-basedidas,
including the document content and the titles.

For the Enterprise track, we use the CSIRO Enterprise Relsear
Collection (CERC), which is a crawl of thesi r 0. au domain
(370k documents). CSIRO is a real Enterprise-sized org#ois
To support the field-based weighting models, we index sépara
fields of the documents, namely the content, the title, arcatit
chor text of the incoming hyperlinks.

For all the three collections, each term is stemmed usintePer
English stemmer, and normal English stopwords are removed.

4. BLOG TRACK:
BLOG POST RETRIEVAL TASKS

Following the TREC guidelines, in the Blog post retrievalks,
namely, baseline ad-hoc, opinion-finding, and polaritksaave



submit runs based on all 150 topics developed so far. In ¢eisa,
however, unless otherwise stated, we report our resulth®ndw
topics only, i.e., topics 1001-1050. Additionally, all oums use
only the title of the topics.

4.1 Baseline Ad-hoc Retrieval Task

Following the Blog track guidelines, in the baseline ad-hec
trieval task, we submit two runs solely aimed at retrievingit-
relevant documents, i.e., with no opinion feature enabut. first
baseline, uogBLProx, applies the InLB document weightirtglet
and the pBiL2 term proximity model, as described in Equati@h
and (9), respectively. In addition, we remove non-Englighgb
posts from the returned results as language filtering waastio
be beneficial in previous Blog tracks [24, 27]. On top of uogBL
Prox, our second baseline, uogBLProxCE, applies the Bot ter
weighting model for query expansion on an external coltetti
namely, the Aquaint2 collection, a timely news resource.

Table 1 summarises the retrieval performance of our two stibm
ted baseline runs in terms of both topic-relevance (rel)apidion-
finding (op). The median of the participating groups in thiskt for
the 2008 topics, 1001-1050, is also shown. From the tableane
see that our baselines markedly outperform the TREC median p
formance, both in terms of topic-relevance and opinionifigd

Run MAP.., P@1Q. MAP,, P@1Q,

TREC median| 0.3529 0.6960 0.2890 0.5700
uogBLProx 0.4141 0.6840 0.3464  0.5820
uogBLProxCE| 0.4219 0.7060 0.3531 0.6100

Table 1: Results of submitted runs in the baseline ad-hoc re-
trieval task for topics 1001-1050.

4.2 Opinion-Finding Task

In the opinion-finding task, we experiment with two main ap-
proaches for detecting opinionated documents. The firstoagh
improves our TREC 2007 dictionary-based approach by automa
ically building an internal opinion dictionary from the ¢ettion
itself. The second approach is based on the OpinionFindgy to
which identifies subjective sentences in text. In particule in-
troduce a novel method to measure the informativeness afyque
terms occurring in a close proximity to subjective sentence

In our first opinion detection approach [12], a dictionarysab-
jective terms is automatically derived from the target edfion
without requiring any manual effort. In particular, fromethist
of all terms in the collection ranked by their within-coltem fre-
qguency in descending order, a skewed query model is appdied t
filter out those that are too frequent or too rare [5]. This atm
remove terms with too little or too specific information antieh
thus cannot be interpreted as general opinion indicatardiffer-
ent queries. Using the Bol term weighting model (Equatid))(1
and a training set comprising the 100 topics for the TREC 2006
and 2007 Blog track opinion-finding tasks, 851-950, the iiemg
terms from the list are weighted based on the divergenceeif th
distribution in the seD(opRel) of relevant and opinionated doc-
uments retrieved for these topics against that in thel¥et!) of
relevant documents retrieved for the same set of topics.

To compare with the dictionary derived from the collection i
self, we also manually generate a dictionary compiled framous
linguistic resources such as OpinionFinder [35]. Thisiditary
contains around 12,000 English words, mostly adjectivdgeids
and nouns, which are supposed to be subjective. In this paper
denote the manually edited dictionary by tieternal dictionary
and the automatically derived one by tingernal dictionary

We submit the 100 highly weighted terms from either dictigna
as a quen.,» and assign an opinion score to the retrieved doc-
uments using the InLB DFR weighting model (Equation (4))r Fo
each retrieved documeantfor a given new query), we combine
its topic-relevance score — given by a retrieval baselingicivis
independent of any expressed opinion in the document — w&th i
opinion score to produce the final document ranking. We have e
perimented with two combination methods. The first method ap
plies the following linear combination:

scorecom(d, Q) = (1 — ) - score(d, Qopn) + a - score(d, Q)
(14)
wherescore(d, Qopn ) @andscore(d, Q) are scaled by dividing them
by the maximunscore(d, Qoprn) andscore(d, Q), respectivelyo
is the free parameter of the linear combination, set aftenitng on
the 100 topics from 2006 and 2007.
Our second combination method maps each opinion score to the
maximum likelihood of the probability? (opn|d, Qoprn) Of being
opinionated as follows:

score(d, Qopn)
> score(d, Qopn)

deColl

P(opn|d, Qopn) = (15)

whereColl is the entire document collection. Since a high proba-
bility is supposed to indicate a high degree of opinion espee in

the document, we would like to have a combined score that is an
increasing function ofP (opn|d, Qopn). Therefore, such a proba-
bility P(opn|d, Qopn) is combined with the initial relevance score
using a logarithmic function as follows:
_ —k

log, P(opn|d, Qopn)
wherek is a free parameter, also set by training.

Both score combination methods use the stored opinion score
of all documents, computed during indexing. Thereforerahie
only a negligible additional overhead during retrieval.

Our second approach in this task [34] uses OpinionFindgy [35
a Natural Language Processing-based subjectivity asadystem,
to classify the subjectiveness of every sentence in theBi®gol-
lection. After the whole collection is parsed, we index it dyn-
sidering the sentence tags generated by OpinionFinderexsasp
position markers, so that we can record the positions ofyanelex
term with respect to the sentences in which it occurs wittgivan
document. We then boost the scores of the retrieved docusiresnt
given by the InLB weighting model (Equation (4)), based oa th
proximity between the query terms and the subjective sesten
identified in each of these documents according to the emuati

scorecom(d, Q) = (1 — ) z score(d,p) + B - score(d, Q)
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scorecom(d, Q)

+ score(d, Q) (16)

7
where the paip = (t, s) comprises a query termfrom the query
Q@ and a subjective sentenedrom the setS of all subjective sen-
tences identified in documedt In order to compute the proximity
scorescore(d, p), we apply the pBiL randomness model [17], as
given by Equation (9), except that the proximity windows lauea-
sured in terms of number of sentences instead of number efitok
and Normalisation 2 is not applied, since it did not show ifigant
improvements in our experiments. The linear combinatiarma
eter( is trained on the 2006 and 2007 topics.

4.2.1 Experiments

In 2008, the TREC Blog track organisers provided five strgng|
performing, yet statistically different baselines. Eatkthese com-
prises a list of retrieved documents produced by a “black”box



search engine that retrieves as many topic-relevant docisnaes
possible without applying any specific opinion-finding feat On
top of each of our two baselines, namely, uogBLProx and uegBL
ProxCE, and the 5 standard baselines provided by the Blag tra
organisers for TREC 2008, we submitted four runs as follolvse
first run applies our dictionary-based approach using eitiein-
ternal or the external opinion dictionary. The second rusliap our
TREC 2007 OpinionFinder-based approach [11], while thedthi
run integrates the new proximity of query terms to subjecten-
tences approach. The last run combines the proximity taestitsg
sentences feature with our dictionary-based approache Pabe-
scribes the nomenclature used by our submitted runs.

Code | Techniques

OPbl | Run based on baseline uogBLProx

OPb2 | Run based on baseline uogBLProxCE

OP1-5| Runs based on standard baselines 1-5

ext Dictionary-based approach (external dictionary)

int Dictionary-based approach (internal dictionary)

of OpinionFinder-based approach

Pr Proximity to OpinionFinder’s classified subjective sermes
L Logarithmic combination

| Linear combination

Table 2: Techniques applied in the submitted runs in the Blog
track opinion-finding task.

Table 3 summarises the retrieval performance of our subthitt
runs in terms of topic-relevance (rel) and opinion-finding)over
the 7 baselines. In this table, an asterisk (*) indicategaificant
difference § < 0.05) from the corresponding baseline run accord-
ing to the Wilcoxon matched-pairs signed-ranks test. We ttiad
all our 4 approaches provide statistically significant ioy@ment
over 5 out of the 7 baselines. As for the remaining baselioes,
proximity-based approaches significantly improve oveebas 2,
while the approaches that do not employ proximity signifian
improve over baseline 4. As a whole, these results show thtat b
of our approaches are effective in finding opinionated dasnts

In order to further investigate the robustness of our apghes,
Table 4 shows the opinion MAP performances of each of our runs
over each of the 5 standard baselines as well as the avereége pe
mance of these runs across the baselines. For the sake lof-legi
ity, the 4 approaches deployed over each baseline are galheri
referred to as Dict, OpinionFinder, ProxSent, and DictSent.
For each baseline, we also show the median performance &fithe
TREC runs that were deployed over all the standard baselifes
median of the average improvements of these runs is alsorshow
From the table, we can see that, besides improving over tbe-ba
lines, our approaches outperform the TREC medians in most se
tings. Moreover, on average, all of our techniques providerove-
ments across the 5 baselines, what further attests theisnobss.

Additionally, Table 5 shows the performance results of cestb
opinion-finding runs for each of the 7 baselines in terms pfdo
relevance and opinion-finding MAP across the topics for eafch
the 3 years the opinion-finding task was run, as well as foctime-
bined topics for the 3 years. From Table 5, we can observeftirat
baselines 1, 3, and 4, our opinion-finding performance &mes
over the three years. Interestingly, in terms of topicvalee per-
formance, the best results are observed for the TREC 200@stop
across all baselines, which suggests that this set of teyassela-
tively easier when compared to the 2006 and 2008 topics.

4.3 Polarity Task

In the polarity task, we apply our dictionary-based apphoace
more, with the exception that the dictionaries used forieeing

Run MAP,., P@1Q., MAP,, P@10Q,

uogBLProx 0.4141 0.6840 0.3464 0.5820
uogOPDb1intL 0.4218 0.7260* 0.3607* 0.6220%
uogOPblofL 0.4281* 0.7240* 0.3665* 0.6360*
uogOPb1Pr 0.4149 0.7040 0.3629* 0.6300
uogOPDb1PrinL | 0.4142 0.7040 0.3636* 0.6300
uogBLProxCE | 0.4219 0.7060 0.3531 0.6100
uogOPDb2intl 0.4237 0.7240 0.3617* 0.6340
uogOPb2ofL 0.4342*  0.7340*  0.3709* 0.6380*
uogOPb2Pr 0.4116 0.7040 0.3597* 0.6200
uogOPb2PrintL| 0.4115 0.7100 0.3604* 0.6260
baseline 1 0.4032 0.7320 0.3239 0.5800
uogOP1lintL 0.4174* 0.7440 0.3512* 0.6380%
uogOP1lofL 0.4073* 0.7460 0.3526*  0.6460
uogOP1Pr 0.4115* 0.6880 0.3529* 0.6040

uogOP1PrintL | 0.4120* 0.6880 0.3564* 0.5980

baseline 2 0.3107 0.6480 0.2639 0.5500
uogOP2intL 0.3029 0.6400 0.2621 0.5660
uogOP20fL 0.3123 0.6360 0.2712 0.5540
uogOP2Pr 0.3048 0.6080 0.2692* 0.5420
uogOP2PrintL | 0.3045 0.6020 0.2692*  0.5380
baseline 3 0.4343 0.6440 0.3564 0.5540
uogOP3intL 0.4391* 0.7280* 0.3669* 0.6340%
uogOP3ofL 0.4419* 0.6980 0.3728* 0.6060%
uogOP3Pr 0.4315 0.7000 0.3685* 0.6200
uogOP3PrintL | 0.4302 0.7020 0.3704* 0.6180
baseline 4 0.4724 0.7440 0.3822 0.6160
uogOP4intL 0.4750 0.7520 0.3964* 0.6400
uogOP4ofL 0.4710 0.7640 0.3963* 0.66007
uogOP4Pr 0.4431 0.6940 0.3752 0.5980
uogOP4PrintL | 0.4397 0.6920 0.3753 0.6040
baseline 5 0.3745 0.7040 0.2988 0.5300
uogOP5extL 0.3713* 0.6900 0.3033* 0.56407
uogOP50fL 0.3777* 0.7020 0.3098* 0.5660%
uogOP5Pr 0.3894*  0.7040 0.3312* 0.6160
uogOPS5PrintL | 0.3915*  0.7140 0.3345*  0.6240%

Table 3: Results of submitted runs in the opinion-finding ta&
over 7 different baselines for topics 1001-1050. An asteks
(*) indicates a significant difference p < 0.05) from the cor-
responding baseline run according to the Wilcoxon matched-
pairs signed-ranks test.

positive and negative blog posts are respectively extiacten the
strong positive and negative words in OpinionFinder’s iditary.
The negative dictionary comprises a total of 2,547 worddenthie
positive one comprises 1,153 words in total.

Table 6 shows the performance of our polarity runs in terms
of both topic-relevance and opinion-finding across all bass.
Overall, none of our approaches significantly differs frdrait re-
spective baselines according to the Wilcoxon matchedsgained-
ranks test withp < 0.05. In fact, we can observe minor improve-
ments for retrieving negative documents and a slight dediawal
for retrieving positive documents.

Analogously to the analysis conducted in the previous secti
Table 7 shows the negative and positive MAP performancesiiof o
deployed approach for the polarity task (DictOF, in the éqlolver
each of the 5 standard baselines as well as the averagemarfoes
of these runs across the baselines. For each baseline, tiarme
performance of all 10 TREC runs that were deployed over all 5
baselines is also shown. From Table 7, we can see that, gtthou
having decreased the baseline performances on averagepeur
proach stands well above the median. These very low median va
ues, in turn, attest the difficulty of this task.

Overall, our participation in the TREC 2008 Blog track wasye
successful. Our two submitted baseline runs performed ateile
the median performance of all participants. In the opirfioding
task, most of our approaches provided improvements ovehall



baselinel| baseline2| baseline3| baseline4| baseline5 improvement
Baseline 0.3239 0.2639 0.3564 0.3822 0.2988 mean | stdev
+Dict 0.3512* | 0.2621 0.3669* | 0.3964* | 0.3033* | +3.18% | 3.38%
+OpinionFinder | 0.3526* | 0.2712 0.3728* | 0.3963* | 0.3098* | +4.72% | 2.40%
+ProxSent 0.3529* | 0.2692* | 0.3685* | 0.3752 0.3312* | +4.67% | 5.18%
+Dict+ProxSent| 0.3564* | 0.2692* | 0.3704* | 0.3753 0.3345* | +5.22% | 5.70%
TREC median | 0.3493 0.2705 0.3705 0.3846 0.3010 +0.76% | 0.73%

Table 4: Opinion MAP over 5 standard baselines and average iprovement for topics 1001-1050. An asterisk (*) indicates aignifi-

cant difference (p < 0.05) from the corresponding baseline run acc

ording to the Wilcaxon matched-pairs signed-ranks test.

2006 (851-900) 2007 (901-950) | 2008 (1001-1050) | Al 150 topics
Run MAP,., MAP,, | MAP,.,;, MAP,, | MAP,., MAP,, | MAP,., MAP,,
UogBLProx | 0.3366  0.2224 | 0.4373  0.3265 | 0.4141  0.3464 | 0.3960  0.2984
uogOPblofL | 0.3307  0.2341* 0.4375  0.3520%| 0.4281* 0.3665*| 0.3988  0.3175*
UOgBLProxCE | 0.3450  0.2351 | 0.4507  0.3393 | 04219  0.3531 | 0.4062 _ 0.3091
uogOPb20fL | 0.3449  0.2428* 0.4529  0.3584* 0.4342* 0.3709*| 0.4106* 0.3240*
baseline 1 0.3004  0.1905 | 0.4043  0.2758 | 04032  0.3239 | 0.3693 _ 0.2634
uogOP1PrintL | 0.3326*  0.2595*| 0.4609* 0.3513*| 0.4120* 0.3564*| 0.4019* 0.3224*
baseline 2 03156  0.2296 | 0.3881 _ 0.3034 | 0.3107 _ 0.2639 | 0.3381 _ 0.2656
uogOP2PrintL | 0.3082  0.2410*| 0.4069* 0.3415*| 0.3045  0.2692* 0.3399* 0.2839*
baseline 3 03768  0.2545 | 0.4619  0.3480 | 0.4343  0.3564 | 0.4244  0.3199
uogOP3ofL | 0.3769  0.2705* 0.4657  0.3665* 0.4419* 0.3728*| 0.4282* 0.3366*
baseline 4 04300 03022 | 05303  0.3784 | 04724  0.3822 | 0.4776  0.3543
uogOP4intL | 0.4240  0.3134*| 0.5428* 0.3959*| 0.4750  0.3964*| 0.4806  0.3686*
baseline 5 0.4046  0.2632 | 0.5465  0.3805 | 0.3745  0.2988 | 0.4410  0.3141
uogOPSPrintL | 0.4138  0.3012* 0.5510  0.4104* 0.3915* 0.3345*| 0.4521* 0.3487*

Table 5: Results of our best submitted runs for each baselinen th

e 2008 topics across 4 sets of topics. An asterisk (*) ifuhites a

significant difference (p < 0.05) from the corresponding baseline run according to the Wilcaxon matched-pairs signed-ranks test.

Run MAP,c; P@10icy MAP,,s P@10Q,s
uogBLProx 0.1218 0.1320 0.1376 0.1800
uogPLb11 0.1225 0.1440 0.0866 0.1260
uogBLProxCE| 0.1176 0.1400 0.1388 0.1760
uogPLb21 0.1176 0.1420 0.1372 0.1700
baselinel 0.1175 0.1700 0.1364 0.1860
uogPL11 0.1076 0.1400 0.1272 0.1820
baseline2 0.0865 0.1420 0.0951 0.1400
uogPL21 0.0867 0.1420 0.0942 0.1340
baseline3 0.1266 0.1520 0.1376 0.1680
uogPL31 0.1203 0.1440 0.1345 0.1800
baseline4 0.1288 0.1600 0.1532 0.1980
uogPL41 0.1301 0.1580 0.1394 0.1700
baseline5 0.1085 0.1680 0.1229 0.1780
uogPL51 0.1067 0.1700 0.1179 0.1440

Table 6: Results of submitted runs in the polarity task for topics
1001-1050 over 7 different baselines.

5.1 Selective Application of Collection Enrich-
ment

For Enterprise document search, query expansion may ftikas
Enterprise intranets are often created by a small numberddfid-
uals, which lead to the Enterprise collection having limitese of
alternative lexical representations. In particular, ttosild lead to
pseudo-relevance sets of poor quality. In this case, it eabeme-
ficial to use collection enrichment, which expands theahiguery
by taking into account a pseudo-relevance set based orr kange
higher-quality external resources [14].

We experiment using five different external resources, mame
Wikipedia, Yahoo! Web, Google Web, Google Scholar, and Goog
Books. The Wikipedia website provides the procedures abowt
to download the Wikipedia dataFor the external resources of Ya-
hoo! Web, Google Web, Google Scholar, and Google Books, we
submit queries to each of these search engines and thenamivnl
their returned results. In particular, we discriminate ¥eahoo!

baselines and the TREC median performance. Moreover, all of \web resource intdYahoo! Web ANandYahoo! Web PDFRccord-
them showed to be robust, as demonstrated by their average im ijng to the restriction on the type of the retrieved documéatsa

provement across the standard baselines. Finally, althoagpro-
viding a significant improvement over the baselines, ouaptl
approach performed fairly above the median performancenef t
participants in this task.

5. ENTERPRISE TRACK:
DOCUMENT SEARCH TASK

In our participation in the Enterprise track document skeaask,
we aim to investigate how external resources, such as thgl&oo
and Yahoo! Web search engines, can be used to enhance the r
trieval performance through a collection enrichment appto Fur-
thermore, we test how the selective application of coltecen-
richment can further improve retrieval effectiveness. tBec5.1
describes the selective application of collection enriehtn Sec-
tion 5.2 presents our experiments.

given query. For example, Yahoo! Web ANY means that we do
not apply any restriction on the retrieved documents whesue

mit a query to the Yahoo! Web search engine, while Yahoo! Web
PDF means that we restrict the retrieved documents to be P& fi
only. We make the same kind of discrimination for Google Web
and Google Scholar as well.

We hypothesise that not all queries benefit equally from the a
plication of collection enrichment. Therefore, we use gueer-
formance predictors to selectively apply collection enn@nt on
a per-query basis. Various query performance predictors baen

€studied in [13] and shown to be useful and low-cost. In our ex-
periment, we use two of these predictors, namely,theand the
Average Inverse Collection Term Frequency (AVICTF) préatis.

2http: /'l en. w ki pedi a. org/ wi ki / W ki pedi a:
Dat abase_downl oad



negative baselinel| baseline2| baseline3| baseline4| baseline5 improvement

Baseline 0.1175 0.0865 0.1266 0.1288 0.1085 mean stdev
+DictOF 0.1076 0.0867 0.1203 0.1301 0.1067 -2.76% | 3.92%
TREC median| 0.0597 0.0457 0.0743 0.0677 0.0453 -48.49% | 2.66%
positive baselinel| baseline2| baseline3| baseline4| baseline5 improvement

Baseline 0.1364 0.0951 0.1376 0.1532 0.1229 mean stdev
+DictOF 0.1272 0.0942 0.1345 0.1394 0.1179 -4.60% | 3.29%
TREC median| 0.0953 0.0547 0.0955 0.0973 0.0708 -36.79% | 17.48%

Table 7: Negative and positive MAP over 5 standard baselineand average improvement for topics 1001-1050.

The definition ofy2 is given as follows:

idfmaz

2= -
" demin
where idf e and idf,,:, are the maximum and minimurdf

among the query terms in the query Q, respectively. 7dfeof
each query termis computed as follows:

) __log, (N +0.5)/N;
wf(t) = log, (N + 1)
where N; is the number of documents in which the query term

appears and is the number of documents in the whole collection.
The definition ofAvICT F' is given as follows:

log, HQ
ql

wheregql is the query length; f..;; is the number of occurrences of
a query term in the whole collection atdken..;; is the number
of tokens in the whole collection.

Our decision mechanism is given as follows:

(18)

(19)

token o1

tfeoll

AvICTF = (20)

1. Expand the initial query on the local resource if and only
if the prediction score obtained from the local resource is
higher than a threshold score and the prediction score ob-
tained from the external resource.

. Expand the initial query on the external resource if anigt on
if the prediction score obtained from the external resource
is higher than a threshold score and the prediction score ob-
tained from the internal resource.

. Disable the expansion on the initial query if and only & th
prediction scores obtained from the external and intergal r
sources are all lower than a threshold score.

In addition, our decision mechanism is summarised in Table 8

5.2 Experiments

We submitted four runs, all of which apply the PL2F DFR field-
based weighting model. More details about this weightingleho
can be found in Section 2.1. Three document fields, nametly,bo
title, and anchor text of incoming hyperlinks are used. Tagils
of our submitted runs are given below, while Table 9 sumnearis
their salient features.

e Run uogTrEDbI tests how effective the application of query
terms proximity in the DFR framework is by using the pBiL2
randomness model. More details about query terms proxim-
ity in the DFR framework can be found in Section 2.2.

Run uogTrEDQE tests how effective the uniform application
of query expansion to all queries is by using the Bol term
weighting model. More details about the Bol term weighting
model can be found in Section 2.3.

e As we hypothesise that not all queries benefit equally from
the application of collection enrichment, we propose to use
a query performance predictor to selectively apply coitect
enrichment on a per-query basis. Run uogTrEDSelW investi-
gates how effective the selective application of colletto-
richment is. The external resource in this case is Wikipedia
and we usey2 as our predictor, as it performed better than
the AvICTF predictor during our training process.

Run uogTrEDSE? also investigates how effective the selec-
tive application of collection enrichment is. In particuleve
combine the results from several external resources. After
training, we chose to combine the Yahoo! Web ANY and
Yahoo! Web PDF external resources and thel CT'F pre-

dictor.

Run Techniques

uogTrEDDI PL2F + proximity

uogTrEDQE PL2F + query expansion

uogTrEDSelW | PL2F + selective CE on a single resource
uogTrEDSE2 | PL2F + selective CE on combined resourdes

Table 9: Techniques applied in the submitted runs in the En-
terprise track document search task.

Table 10 summarises the results of our official and unofficial
runs on the final 63 judged queries. The table shows that tegyqu
terms proximity technique makes a marginal improvementhen t
retrieval performance over the PL2F baseline (IDO vs. IDH).
addition, we observe that the runs with the application cdrgu
expansion or collection enrichment outperform the PL2Felias
(IDO vs. ID2/ID5). Moreover, the selective application afllec-
tion enrichment makes a marked improvement on retrievdbper
mance (ID3 vs. ID2/ID5). In particular, the improvement ig-s
nificant (p < 0.05) in terms of MAP according to the Wilcoxon
matched-pairs signed-ranks test. We also find that it is epor-
tant to choose an appropriate external resource (ID6 vs/IIBY
and an appropriate predictor (ID3 vs. ID6) before selebtiapply-
ing collection enrichment. Finally, we notice that the camaltion
of external resources makes a slight improvement over amlesi
external resource (ID4 vs. ID7/ID8).

Overall, in the Enterprise track document search task, we ha
shown that using query performance predictors to seldgtagply
collection enrichment on a per-query basis can enhancetheval
performance.

6. RELEVANCE FEEDBACK TRACK

In the first Relevance Feedback track, we aim to test the-effec
tiveness of the DFR query expansion framework in various-rel
vance feedback settings. In addition, we apply a novel igcien
that expands queries on surrogates of the feedback docsnient
stead of the raw documents themselves.



scorelL > T | scoreE > T | scoreL > scoreE | Decision
True True or False True local

True or False True False external
False False True or False disabled

Table 8: The decision mechanism of the selective applicatioof collection enrichment. score_L and score_E denote the prediction
scores on the local and external resources, respectively.is a threshold score, which needs an appropriate setting. WesedT = 0 in
the submitted runs. local, external and disabled in the column Decision indicate expanding the initial query on thelocal resource,
external resource and disabling the expansion, respectively.

ID | Run Technique Predictor| MAP | NDCG
0 |- PL2F - 0.3590 | 0.5454
1 | uogTrEDDI + Proximity - 0.3623 | 0.5489
2 | uogTrEDQE +Query Expansion - 0.3718| 0.5568
3 | uogTrEDSelW | + Selective CE (wiki) ~v1 0.3891| 0.5660
4 | uogTrEDSE2 | + Selective CE (YWA + YWP)| AVICTF | 0.3658| 0.5587
0 |- PL2F - 0.3590 | 0.5454
5 |- + CE (wiki) - 0.3648 | 0.5638
6 | - + Selective CE (wiki) AVICTF | 0.3677| 0.5579
7 | - + Selective CE (YWA) AVICTF | 0.3576| 0.5418
8 | - + Selective CE (YWP) AVICTF | 0.3650| 0.5534

Table 10: The results of our official and unofficial runs in the Enterprise track document search task. The highest value ireach
column is highlighted in bold.

6.1 Document Surrogates Creation most frequent POS n-grams
We expand the query from document surrogates, instead of all rank 1
text content in the documents. The document surrogateseated 3
by a low-cost, syntactically-based information procegsimodel, = thresholdd
which uses surface-syntactic evidence in order to aut@alstiden- &
tify informative content and to reduce the noise from anytuek 8
input. We use the surface-syntactic approach to prune dubbek (3”
documents before selecting the query expansion termsyiatio @
(noisy) terms carried in unusual syntactic structures t@hered. g
We use part-of-speech (POS) n-grams [4, 16] to detect noise rank k o
in the indexed documents. POS n-grams are n-grams of parts-o least frequent POS n-grams
speech, which are extracted from a POS-tagged sentenced¢na r
rent and overlapping way. For example, for a sentence ABCBEF Figure 1: POS n-grams ranked by frequency.

where parts-of-speech are denoted by the single letters &, B,

E, F, G, and where POS n-grams have lengtk- 4, the POS n-

grams extracted are ABCD, BCDE, CDEF, and DEFG. The order We remove POS n-grams in a uniform way, i.e., by setting

in which the POS n-grams occur in the sentence is ignored. Forto the same value for all documents. We use the POS n-grams

each sentence, all possible POS n-grams are extracted. extracted from WT10G to reduce noise from the index of .GOV2.
Our technique is based on the fact that high-frequency POS n- In particular, we use TreeTagdefor the POS tagging of WT10G.

grams correspond mostly to sequences of words that incklde r  The POS n-grams extracted from WT10G provide us with a global

tively little noise, whereas low-frequency POS n-gramsespond list of POS n-grams. Overall, we extract 25,070 POS n-graors f

mostly to sequences of words that include relatively moisenfd 6]. WT10G withé = 17, 070.

The only resources needed are a POS tagger and a collection-of .

uments. This can be any collection of documents of a reagenab 6.2 EXperiments

size, not necessarily the target collection, i.e., theeobibn from In our participation in the Relevance Feedback track, weyapp

which we retrieve documents [15]. the DPH model (see Equation (6)) for document ranking, aed th
Our methodology is as follows. We extract POS n-grams from KL model (Equations (12) & (13)) for query expansion. More-

a collection of documents and count their frequency. Werrefe  over, we take into account the proximity between the origijery

these POS n-grams gfobal POS n-gramsWe rank these global  terms by applying the pBiL randomness model [17] as given by

POS n-grams according to their frequency in the collectioni¢- Equation (9), except that Normalisation 2 is not applied. e
creasing order). We refer to this ranked listgisbal list We em- these three parameter-free models for experimentatiomatonte
pirically set a cutoff threshol@ of POS n-gram rank in the global  focus on studying the query expansion aspect.

listand we assume that everything below this thresholdesponds As the applied weighting models and the query expansion mode

to estimated noise (Figure 1). We then extract POS n-graoms fr  are parameter-free, the only parameters that we need todfishar
the text we wish to process. For each POS n-gram drawn from the number of expanded termeaxp_term) extracted from thexp_doc
text, we determine its position in the global list. Whenewés rank top-ranked documents. For training purposes, we use thel65 o
is below the threshold, we remove the POS n-gram and its-corre numbered Terabyte track ad-hoc topics for which there demat 4
sponding sequence of words from the document, regardlemsyof  relevant documents in the top 50 documents returned by DRH. W
other POS n-grams that overlap it.

3Details on the parameters and tagset used can be found in [16]



scan a wide range of possible valueseafp_doc and exp_term,

namely evenexp_doc value within2 < exp_doc < 10, and every
exp_term value within10 < exp_term < 100 with an inter-
val of 5, in order to maximise MAP. We obtaixp_doc = 3 and
exp_term = 35, which are used in our submitted runs.

We submitted two lists of runs for each set of feedback docu-
ments as follows. The first list, namely runs uogRR@8E}1,
applies query expansion on surrogates of the positive deatsn
for the feedback sets B-E, and on surrogates of the top-8nedu
documents for the feedback set A. The second list, namelg run
uogRFO08{A-E}2, applies query expansion on positive documents
for sets B-E, and on the top-3 returned documents for set A.

Table 11 provides the retrieval performance of our submiitte
runs as given by three different evaluation measures: Td{R,0
MCT AP, and Stat AP. From Table 11, we conclude the following:

1. It is beneficial to use the positive feedback documents for
guery expansion. The retrieval performance for sets B-E is
markedly higher than that of set A.

2. Query expansion on document surrogates has a better re-

trieval performance in terms of Top10 AP than query expan-
sion on the raw documents.

Run | TopI0AP  MCT AP Stat AP
Positive QE on Surrogates
UuogRF08.A1 0.1971 0.0560 0.2919
uogRF08.B1 0.2202 0.0641 0.3074
uogRF08.C1 0.2274 0.0673 0.3204
uogRF08.D1 0.2323 0.0673 0.3379
UuogRF08.E1 0.2272 0.0661 0.342¢
Positive QE
UogRF08.A2 0.1921 0.0563 0.2843
uogRF08.B2 0.2088 0.0658 0.3092
uogRF08.C2 0.2118 0.0697 0.3222
uogRF08.D2 0.2219 0.0695 0.3393
UogRF08.E2 0.2234 0.0682 0.3373
TREC median| 0.1427 0.0564 0.1944

Table 11: Results of submitted runs in the Relevance Feedblac
track.

We have also conducted additional experiments to test the ef
fectiveness of the techniques applied in our participatising the
31 topics for which the top-10 returned documents were jddge
assessors. We obtain the following results:

e First, we evaluate the usefulness of pseudo-query expansio
compared with the first-pass retrieval. We obtain MAP 0.1368
for first-pass retrieval, and MAP 0.1982 for pseudo-query

expansion on the document surrogates on the 31 topics used.
No statistically significant difference is found betweenith
corresponding MAP values.

Set | Pseudo-QE Pos QE diff.
B 0.1982 0.2153 8.63
C 0.1982 0.2240 13.02
D 0.1982 0.2330 17.567
E 0.1982 0.2343  18.211

Table 12: The MAP values obtained by (pseudo) query expan-
sion (QE), and by positive query expansion (Pos QE). A statis
tically significant difference between the two MAP values athe
0.05 confidence level is marked with a star.

Set | QE/Pos QE  Sur QE diff.

A 0.1982 0.2001  0.96
B 0.2153 0.2187  1.58
C 0.2240 0.2275 1.56
D 0.2330 0.2376  1.97
E 0.2343 0.2272  -3.03

Table 13: The MAP values obtained by pseudo/positive query
expansion (QE/Pos QE), and by query expansion on document
surrogates (Sur QE).

Overall, we have shown that expanding queries on positice-do
ments is markedly better than pseudo-relevance feedbaehawe
also shown that it is beneficial to expand the queries ovefirzei
representation of the feedback documents, namely, thenueriu
surrogates. In addition, we have investigated the usessloéneg-
ative feedback documents for query expansion based on gn ada
tation of Rocchio’s relevance feedback algorithm [33] te DFR
query expansion framework. We have not found the negatiga-do
ments to be useful for relevance feedback, in line with thdifigs
of other participants.

7. ENTERPRISE TRACK:

EXPERT SEARCH TASK

We participate in the expert search task of the TREC 2008rEnte
prise track with the aim of continuing to test and develop el
Voting Model [22]. In the expert search task, systems ar@dsk
to rank candidate experts with respect to their predictqzbeise
about a query, using documentary evidence of expertisedfaun
the collection.

In our participation in the expert search task this year, olief
our central themes of proximity and enrichment. In parécuive

expansion using the top-3 returned documents for relevance ,se an advanced proximity extension to the Voting Model,cwhi
feedback. Pseudo-query expansion provides a 44.88%statis ses an information-theoretic DFR model to calculate tharina-

tically significant improvement over the first-pass retakv
which attests the effectiveness of this technique.

e Second, we test if the use of positive feedback documents

(Pos QE) provides a better retrieval performance than pseud

query expansion (Pseudo-QE). From Table 12, we can see

that positive feedback documents do bring useful informa-
tion, particularly for the settings which have a relativielyger

tiveness of a candidate’s name occurring in close proxitaitthe
terms of the query. Moreover, we enrich the profiles of thedéan
date experts to obtain better evidence of their expertise.

7.1 Voting Model

In expert search, the expertise areas of the candidatespe r
sented to the system by documentary evidence of expertisgyrk

number of feedback documents (see results for sets D and E).2S candidate profiles. In our Voting Model for expert seairtstead

e Third, we evaluate if query expansion on document surro-
gate improves the retrieval performance. Table 13 provides
the related results. In general, we find no obvious diffeeenc

of directly ranking candidates using these profiles, we ictamghe
ranking of documentwith respect to the quer§, which we denote
R(Q). We propose that the ranking of candidates can be modelled
as a voting process from the retrieved document®{®) to the

between query expansion on the whole documents and queryprofiles of candidates: every time a document is retrievediian



associated with a candidate, then this is a vote for thatidated
to have relevant expertise . The votes for each candidate are
then appropriately aggregated to form a ranking of candilaak-
ing into account the number of voting documents for that adate,
and the relevance score of the voting documents. Our VotiadeM
is extensible and general, and is not collection or topigeddent.

In [22], we defined twelve voting techniques for aggregating
votes for candidates, adapted from existing data fusidmigoes.
In this work, we apply only the robust and effective expContif/
voting technique for ranking candidates. expCombMNZ rares
didates by considering the sum of the exponential of thevaglee
scores of the documents associated with each candidatsitepr
Moreover, it includes a component which takes into accobat t
number of documents iR(Q) associated to each candidate, hence
explicitly modelling the number of votes made by the docursen
for each candidate. In expCombMNZ, the score of a candid&te
expertise to a querg) is given by:

score(C,Q) = |R(Q) N profile(C)|
Z exp(score(d,Q))

d € R(Q)N profile(C)

(1)

where|R(Q) N profile(C)| is the number of documents from the
profile of candidate” that are in the rankin@(Q).

ing biased towards candidates with large candidate prdfitesy
associated documents). To neutralise this effect, we agpigr-
malisation function that is called Norm2D [21]:

avg-l_pro

Ipmfile(C)I) @)

wherec,,, is a free parametercf,., > 0), |profile(C)| is the
size of the profile of candidat€, measured as the number of docu-
ments, andiwg_l_pro is the average size of the profile of all candi-
dates. This is inspired by the Normalisation 2 from the DRirfe-
work (Equation (3)).

score(C, Q) = score(C, Q) - log <1 ~+ Cpro -

7.2 Enriching Candidate Profiles

In keeping with our TREC theme this year, we investigate how
enterprise data can be enriched by an external source ofrexed
In [30], Serdyukov & Hiemstra proposed the use of external ev
idence in expert search, in particular, by using queriesrstied
to commercial Web search engines. In this work, we followirthe
suggestion for identifying useful external evidence. Hasvewe
develop more refined methods for ranking the experts. Ingart
ular, we actually download and rank all of the expertise enizk
derived from a given source.

In order to identify expertise evidence for the candidateshe

Some types of documents can have many topic areas and manyWeb, we build new queries, which we call “evidence identtfima

occurrences of candidate names (e.g., the minutes of anggeti
In such documents, the closer a candidate’s name occurigence
the query terms, the more likely that the document is a higilityu
indicator of expertise for that candidate [6, 29]. To thislewe

queries”. These evidence identification queries involv Itioe ac-
tual expert search query (from the TREC 2007 Expert seasit),ta
and the name of a candidate. We then submit these evidence ide
tification queries to the APIs of a major Web search enginéclivh

define a voting technique, based on expCombMNZ, which takes will allow Web documents specific to the query and to the caadi

into account the proximity of each candidate’s name ocoweedo
the query terms in the documents [19]. We measure this pibxim
using the DFR term proximity model defined in Section 2.2.sThi
model is designed to measure the informativeness of a pgirefy
terms occurring in close proximity in a document. We adajst tih
the expert search task and into the expCombMNZ voting teghmi
(Equation (21)), by measuring the informativeness of a yjtem
occurring in close proximity to a candidate’s name. The &sthp
voting technique, expCombMNZProx, is given as follows:

score(C,Q) =
|R(Q) N profile(C)| -

(22)

>

d € R(Q)N profile(C)

Z score(d, p))

p=name(C)XtEQ

emp(
score(d, Q) +

Here,p = (t,C) is a tuple of a ternt from the query and the full
name of candidat€'. score(d, p) can be calculated using any DFR
weighting model [17]; for efficiency reasons, we use the @BiL
model (Equation (9)), as it does not consider the frequerfidiieo
tuplep in the collection but only in the document.

to be retrieved. In particular, each query contains:
e the quoted full name of the person: e:graig macdonald”,
e the name of the organisation: e.gsjro,

e query terms without any quotations: e.genetic modifica-
tion,

e a directive prohibiting any results from the actual organis
tion Web site: -site:csiro.au

The use of the name of the organisation helps in name disam-
biguation, to prevent the matching of any content not reladethe
candidate expert in question. However, this will also prévtbe
matching of evidence for a candidate from a previous employe
The prohibitive-site directive, in turn, ensures that the acquired
expertise evidence does not overlap with the intranet ciidie.

For each of the 50 topics in the TREC 2008 expert search task,
we submit the evidence identification queries to the Yaho@bW
search engine, for the top 100 candidates suggested by selirie

Hence, in this way, we are able to use the same weighting model expert search engine. From the search listing results, Wwaaa

to count and weight candidate occurrences in close proxitoit
query terms as that used in other TREC tracks (Blog, Relevanc
Feedback) to weight query term occurrences in close prayimi
Note that this approach does not remove evidence of expéais
candidate where the candidate’s name does not occur neara qu
term, as this may result in a relevant candidate not beingved
for a difficult query (i.e., the relevant candidate had ordgrse ev-
idence of expertise). Instead, candidate with names doguim
close proximity to query terms are given stronger votes é\tat-
ing Model, and hence should be ranked higher in the final ranki
Some voting techniques in the Voting Model can suffer from be

list of URLs associated to each candidate. For each expemtiid
fication query, a maximum of 24 results are extracted, andtne
responding Web pages downloaded. These pages form theeprofil
of the candidates. Note that these new profilejalry-biasedas
only documents which are related to query topic(s) are aakent

to each candidate.

To create the runs, we rank all downloaded documents which
have been returned by the Yahoo! Web search engine using the
PL2 document weighting model (Equations (1) & (3)). Then, a
voting technique is applied to convert this ranking of doemts
into a ranking of candidates using the query-biased profiles



7.3 Experiments Setup, Runs, and Results

We submitted four runs to the expert search task of the Eriserp
track. Along with the unsubmitted baselines, these are:

e UOQTrEXFeMNZ is our baseline run (unsubmitted). It ap-
plies the PL2F DFR document weighting model (see Equa-
tions (1) & (2)) to generate the underlying ranking of doc-
uments from the CERC collection, combined with the exp-
CombMNZ (Equation (21)) voting technique to rank experts.

e UOQTrEXFeMNZP is a baseline run (unsubmitted), which
improves upon the baseline run by applying query-term prox-
imity (Equation (9)) before expCombmMNZ.

e uogTrEXfeNP improves upon uogTrEXFeMNZP by apply-
ing candidate size normalisation on top of expCombMNZ.

e uogTrEXfePC improves upon the baseline run by applying
candidate-query term proximity, expCombMNZProx (Equa-
tion (22)), instead of expCombMNZ.

e uogTrEXfeNPC combines the previous two runs, by apply-
ing expCombMNZProx, and candidate size nhormalisation.

e uogTrEXeY is a baseline run (unsubmitted), which applies
the PL2 DFR document weighting model on the externally
obtained Yahoo! document index.

e uogTrEXmix combines uogTrEXfeNPC and uogTrEXeY by
a linear mixture combination.

The salient features of the runs are described in Table 14e No
that, for all runs using the CERC collection, we use the cdetei
profiles identified during our TREC 2007 participation [9].

Table 15 presents the retrieval performance of the rungitbest
above, as well as the per-topic median and best runs fronReEd
participants. From the results, we draw the following olsagons:
all of our submitted runs were above median; our best peHorm
ing run was uogTrEXfeNPC, which applied expCombMNZProx
and normalisation; applying query term proximity did nopapr
to benefit retrieval performance for MAP, but did improve MRR
(UogEXFeMNZ vs. uogEXFeMNZP); candidate normalisation im
proved retrieval performance (uogEXFeMNZP vs. uogTrEX#eN
and uogTrEXfePC vs. uogTrEXfeNPC); candidate-query tenomp
imity was more effective than query-term proximity, or theskline
(uogTrEXfePC vs. uogeXFeMNZ and uogEXFeMNZP), while ap-
plying normalisation on top was more beneficial (uogTrEXGaR.
uogTrEXfeNPC); lastly, the usefulness of Yahoo! for exjserev-
idence mining was disappointing (uogTrEXeY), and hindered
trieval performance when combined with uogTrEXfeNPC.

Run Name Submitted| MAP MRR P@10
TREC best - 0.6844 | 0.9909 -

TREC median - 0.3491| 0.7829 -

UogEXFeMNZ O 0.3484 | 0.6550| 0.3130
uogEXFeMNZP O 0.3444 | 0.7072| 0.3148
uogTrEXfeNP O 0.3535| 0.7079| 0.3218
uogTrEXfePC O 0.3969 | 0.7259 | 0.3636
uogTrEXfeNPC ] 0.4126| 0.7611| 0.3727
uogTrEXeY d 0.2428 | 0.5868 | 0.2436
uogTrEXmix ] 0.3748| 0.7600 | 0.3473

Table 15: Retrieval performances of the our Enterprise trak
expert search task runs, and also the TREC per-topic best and
median runs.

Overall, we conclude that we successfully participatedhia t
TREC 2008 expert search task of the Enterprise track. Allwf o

submitted runs were above median, and our normalisatiorcand
didate query-term proximity features were successful agasing
baseline retrieval performance. The low performance ofired-
enriched candidate profiles requires further investigatio

8. BLOG TRACK:
BLOG DISTILLATION TASK

In TREC 2008, we also participate in the blog distillatiogk@®f
the Blog track, where we aim to test the applicability of ootiNg
Model [22] to this task. Firstly, in the blog distillationdk, the
aim of each system is to identify the blogs that have a prlacip
recurring interest in the query topic [24]. We believe thas task
can be seen as a voting process: a blogger with an interest in a
topic will blog regularly about the topic, and these blogtgosill
be retrieved in response to a query topic. Each time a blogy pos
is retrieved about a query topic, that can be seen as a votador
blog to have an interest in the topic area. In [9] & [20], wewhd
that the task can be successfully modelled using the Votinge¥l
With this in mind, many of the techniques we apply in this task
described in Section 7 above: for each candidate exgertead
blog; for each document, read blog post. The set of posts of each
blog forms the blog’s “candidate profile”.

We also investigate the use of a feature which ascertaireeif t
retrieved posts in a given blog for a topic are spread actestime
span of the collection. If a blogger has an interest in a tapéa,
it is likely that he or she will continue to blog about the topirea
repeatedly and frequently. Indeed, the definition for auaaié blog
in the blog distillation task gives a clue that the timing oftpic
posts by a blog may have an impact on the overall relevandeeof t
blog. In particular, we believe that a relevant blog will tone to
post relevant posts throughout the timescale of the cadlect

With this in mind, we break the 11-week period of the Blogs06
collection into a series oDI equal intervals (wherd1I is a pa-
rameter). Then, for each blog, we measure the proportiorsof i
posts in each time interval that were retrieved in respoosa t
query. We call this evidenceecurring interestyDates), and de-
fine aQ scorepates(C, Q) for each blog” as follows [20]:

Qscorepates(C, Q) =

i 1+ |R(Q) N dateInterval;(posts(C))]
1 4+ |dateInterval;(posts(C))|

=1
where dateInterval;(posts(C)) is the number of posts of blog
C in the ith date interval. Note that we smooth this probability
distribution using Laplace smoothing to combat sparsigbfgms
(e.g., when a blog had no posts in a date interval). We integna
Qscorepates (B, Q) evidence as:

score(C, Q) = score(C, Q) x Qscorepates(C, Q)" (25)

wherew > 0 is a free parameter. We udel = 3, which ap-
proximates the month where the post was made (the corpus time
span is 11 weeks), and = 0.48. Initial experiments found that
using higher values fobI does not change the results, due to the
time span of the corpus. Finally, note that, as this evideegaires
knowledge of the ranking of posts for a query, it has to beutated
during the retrieval phase, but without adding high ovedsea

We submitted 4 runs to the blog distillation task of the TREC
2008 Blog Track, which test our hypotheses for this task.o®el
we describe our submitted and unsubmitted runs:

(24)

e uogTrBDfe is our baseline run. It uses the PL2F weighting
model together with the expCombMNZ voting technique to
score the predicted relevance of blogs to the query topic.



Run Name Submitted | Source | Salient Features

uogEXFeMNZ ] CERC | PL2F + expCombMNZ

UogEXFeMNZP O CERC | PL2F + Proximity + expCombMNZ
uogTrEXfeNP O CERC | + Norm2D

uogTrEXfePC O CERC | PL2F + expCombMNZProx
uogTrEXfeNPC O CERC | +Norm2D

uogTrEXeY | Yahoo! | PL2 + expCombMNZ

uog TrEXmix O (both) | mixture of uogTrEXeY & uogTrEXfeNPC|

Table 14: Salient features of our Enterprise track expert sarch task runs.

e uogTrBDfeN is an unsubmitted baseline run. In addition to
PL2F and expCombMNZ, it applies Norm2D to remove any
bias towards prolific bloggers.

e uogTrBDfeNP improves on the baseline run, in two ways:
Firstly, by boosting the rank of documents in the document
ranking where the query terms occur in close proximity using
the pBiL2 DFR terms dependence model (Equation (9)); sec-
ondly, we use the Norm2D normalisation technique (Equa-
tion (23)), which has been shown to be useful on this task [20]

e uogTrBDfeNPD investigates the use of the recurring inter-
ests quality evidence, compared to uogTrBDfeNP.

e uogTrBDfeNWD investigates the use of Wikipedia for col-
lection enrichment, compared to uogTrBDfeNP, similarly to
our collection enrichment approach in the document search
task (Section 5). In particular, to enrich the topics, we ap-
ply the Bol term weighting model (Equation (10)) on the full
content of a Wikipedia index from 2008, and using a pseudo-
relevance set of sizexp_doc = 30 documents, we expand
each query wittezp_term = 10 additional terms.

Table 16 summarises the salient features of the submittdd an
unsubmitted runs. Table 17 presents the results of our steami
runs in the blog distillation task of the Blog track. The exation
measures in this task are mean average precision (MAP), neean
ciprocal rank (MRR), and precision at rank 10 (P@10).

Run Name Submitted | Salient Features

uogTrBDfe O PL2F & expCombMNZ
uogTrBDfeN | + Norm2D

uogTrBDfeNP O + pBiL2 + Norm2D
uogTrBDfeNPD O + pBiL2 + Norm2D + Dates
uogTrBDfeNWD O + Wikipedia + Norm2D + Dateg

Table 16: Salient features of our Blog track blog distillation
task submitted and unsubmitted runs.

Run Name MAP MRR P@10
TREC median 0.2224 - -

uogTrBDfe 0.2028 0.6595 0.356
uogTrBDfeN 0.2337 0.6948 0.372
uogTrBDfeNP 0.2395 0.7267 0.380
uogTrBDfeNPD | 0.2437 0.7310 0.374
uogTrBDfeNWD | 0.2521 0.7425 0.404

Table 17: The mean average precision (MAP), Reciprocal Rank
(MRR), and precision at 10 (P@10) of our Blog track blog dis-
tillation task runs, as well as that achieved by all participants.
MRR and P@10 achieved by all participants is not available.

From the results, we note that applying any of Norm2D, pBiL2
(proximity), Dates or Wikipedia-based collection enrictmh re-
sults in an increase in retrieval effectiveness in compari® the

baseline run. Moreover, the incremental combination o$éttech-
niques brings further improvements, suggesting that e&theon
may address a different dimension of the blog distillatiosigbem.

9. CONCLUSIONS

In TREC 2008, we have participated in three tracks, namely
the Blog track, the Enterprise track, and the Relevance taed
track. In particular, we have investigated the effectiamnef our
proximity-based models in different tasks as well as théulisess
of external resources for collection and profile enrichment

In the Blog track opinion-finding task, our main conclusian i
that our proposed approaches have significantly improved alv
but one of the 7 baselines (our proximity-based approachewt
improve over baseline 4, while the approaches that do ngbrase
imity do not improve over baseline 2). Moreover, the opirion
finding performance of our best-performing runs for all bwbt
baselines has increased across the topics for the threg gktire
Blog opinion-finding task, with our best topic-relevancefpe
mances observed for the 2007 topics over all baselines.

In the Blog track blog distillation task, we have shown thiat a
of our approaches individually improve over the baseling also
over the median of the participating groups. Additionalg combi-
nation of these individual approaches improves even furthe

In our participation in the first Relevance Feedback track, w
have shown that query expansion on the set of positive fekdba
documents markedly improves over the first-pass retriexséline.
Furthermore, the application of query expansion on the oheou
surrogates rather than the raw documents has shown imppared
formance in terms of Top10 AP.

For the Enterprise track, we have investigated the apjmicatf
suitable external resources. In the document search taskawe
shown that using external resources through collectioitlement
to enhance the retrieval performance is very effective. drtipu-
lar, the selective application of collection enrichment@ding to
the query performance makes a significant improvement in MAP
Moreover, it is very important to choose an appropriate retkre-
source and an appropriate query performance predictordefo-
plying the collection enrichment approach.

In the Enterprise track expert search task, we have sueglyssf
applied our Voting Model to rank candidate experts. Moreowe
have investigated the application of candidate size nasat#dn,
candidate query-term proximity, and the enrichment of adete
profiles using a commercial Web search engine. Both caralidat
size normalisation and candidate-query term proximityehbgen
shown to improve the retrieval performance.
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