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1 Introduction

The TREC Legal track was introduced in TREC 2006 with thenstad purpose of to evaluate
the efficacy of automated support for review and productibelectronic records in the
context of litigation, regulation and legislation. The TREegal track 2008 runs three tasks:
(1) an automatic ad hoc task, (2) an automatic relevancédésdask, and (3) an interactive
task. We have only taken part in the automatic ad hoc taskeoTREC Legal track 2008,
and focused on the following issues:

1. Indexing. The CDIP test collection is characterized by an large nurabenique terms
due to OCR mistakes. We have defined a term selection stredegguce the number
of terms, as described in Section 2.

2. Querying. The analysis of the past TREC results for the Legal trackvsltidhat the best
retrieval strategy basically returned a ranked list of thelban retrieved documents. As
a consequence, we have defined a strategy aimed to boosbte@$documents satisfy-
ing the final negotiated boolean query. Furthermore, we ddfnmethod for automatic
construction of a weighted query from the request text, pemted in Section 3.

3. Estimation of the K value. We have used a query performance prediction approach to try
to estimate K values. The query weighting model that we haepted is described in
Section 4.

Submitted runs and their evaluation are reported in Se&ion

2 Indexing

The IIT Complex Document Information Processing (CDIP} taslection is based on a
snapshot of the Tobacco Master Settlement Agreement (M&#rsllection of the LTDL.



The CDIP collection presents a large number of unique teroestd OCR mistakes. For
example, GOV2, one of the biggest test collections (426@8)tains about 50ML unique
terms for 25ML of documents, whereas CDIP (57GB of text) aorg almost twice as much:
95ML unique terms for 7ML documents.

We have used the Terri€FERabyte Retr|EveR) Information Retrieval platform [1] using the
following indexing configuration:

TrecDocTags.doctag=record
TrecDocTags.idtag=tid
TrecDocTags.process= ot
TrecDocTags.casesensitive=false
Termpipelines = Stopwords, Porter Semmer

With this configuration all meta-data were ignored. In aidditwords containing more than
20 characters were excluded.

With such settings the generated index would have had 95kthgevith 14GB of index

structures (direct, inverted and lexicon files). Therefave have removed from index all
terms having a very low frequency (i.€. 25) producing a lexicon with “only” 9ML terms.

We have noticed that the presence of OCR errors, by alteotiydiobal and local statistics,
affects the retrieval quality.

3 Retrieval

We have used a variation of the DFRee model, a parameterReaddel offered by the
Terrier platform. With this model we have not had to tune aayameters, and we have
focused only on the proposed methodology, by evaluatinggtie in performance with
respect to the baseline. We have extracted the most infarertarms from the top-returned
documents as performed in query expansion. In this exparnsiocess, terms in the top-
returned documents are weighted using a particular DFR tegighting model. During our
experiment we have found that Bol (Bose-Einstein stasisterm weighting models best fit
with this collection. We have also made tuning on the numbtamreturned documents and
number of expanded term; we have obtained the best perf@@@msidering 5 documents
and 10 terms.

3.1 Boolean re-rank

We have boosted the scores of all documdnts B, whereB is the set of documents satis-
fying the final negotiated boolean query. The scqref a documend; € B was augmented
by a values:

s; =5;+s

wheres = sy, is the score of thé-th document and

k=axb



b is the number of documents iB and« a parameter. Notice thaf, varies on each topic
becausé depends on the final negotiated boolean query. # 0 then the score, of the
top-rank document is added to dlle B, and all these documents are shifted up in all top-
most positions. Documents also keep the order computedebPER model. On the other
hand whenv — oo thens; ~ s;.

3.2 Topic processing

According to TREC Legal Track 2008 guideline each topic imposed by 4 fieldfRequest-
Text, ProposalByDefendant, RejoinderByPlaintiff, and=inalQuery. The union of all these
fields would have produced a very long query. We have thusxedi@ll topics to obtain
a query lexicon with the aim to remove all query-terms that @on informative. Then for
each topic we weighted the remaining query-terms by the rummboccurrences in the four
fields of the topic. We show here an example of a produced qt@pic n.52):

affect’ agricultur? fertil> commerci?® yield* rai' output®> hpf® phosphoru? crop® greater'multipl®
augment! increa! introduc! boost?® fertiliz® soil* phosphat® doubl! high* purpos!® tripl*

4 Estimating K values

4.1 Query performance prediction

Robustness is an important measure reflecting the retrgadbrmance of an Informa-
tion Retrieval (IR) system. It particularly refers to how Hr system deals with poorly-
performing queries. As stressed by Cronen-Townsend gRJapoorly-performing queries
considerably hurt the effectiveness of an IR system. Indiéslissue has become important
in IR research. Moreover, the use of reliable query perforoegpredictors is a step towards
determining for each query the most optimal correspondétigaval strategy. For example,
in [3], the use of query performance predictors allowed wagkea selective decision method-
ology avoiding the failure of query expansion. In order tedict the performance of a query,
the first step is to differentiate the highly-performing gae from the poorly-performing
queries. This problem has recently been the focus of anasarg research attention. In [2],
Cronen-Townsend et. al. suggested that query performarumiielated with the clarity of a
query. Following this idea, they used a clarity score as tleeliptor of query performance.
In their work, the clarity score is defined as the KullbackHler divergence of the query
model from the collection model. In [3], Amati et. al. progoshe notion of query-difficulty
to predict query performance. Their basic idea is that the t®eight, as obtained in query
expansion, provides evidence of the query performance.

We use a query performance prediction approach to try tmes#i a correct K measure. The
basic idea is quite simple: with an "easy” query we doesnéch® go deep in the retrieval
because all relevant documents are on top; otherwise ifyweith an "hard” one, we need

to goo much deeper to find all relevant documents:

"easy” query =" small” K value

"hard” query =" large’ K value



4.2  Query weighting model

Since we had not time to extract expanded query weights welgiosed the inverse docu-
ment frequency:

2.7l
Wheret is a term of a queryy;, n; is the number of relevant documents where the term
t appears/NV is the number of all the documents in the collection. The elation factor
betweenD,; and K;, with K; the optimal value for thé” Q K, was about 30% with TREC
data of 2007, whereas an higher correlation there was betiwgand the estimated number
of relevant documents (37%).

4.3 Normalization’s variants

To turn the coefficienD; into an estimateds value we used the Z-Score [4]. For the new
queries we have formulated three different models:

D — pi
1. Ko—<1—ﬂ)'uk

Oidf
wherep;q4r ando;qe are the mean and the standard deviation ofalrespectively and
1k is the mean of the optimadt’.

D — piay
———% ) iR

2. Kr=11
. Tidf N
wherey i is the mean of the cardinalities of relevant documents.
D — s
3. Kp=(1-2"Hd) .,

_ Oidf -
wherey s is the mean of the cardinalities &f.

5 Submitted runs and results

For the participation to the ad hoc task we have submitteditf@ving runs:

— Therun labeled a8TFrtSk represents the compulsory baseline. Itis computed jusgusi
the request text field as query. The K values are computed thsérfirst model described
in Section 4.3.

— The run labeled a€TFrtSkBr0 is computed just using the (typically one-sentence) re-
guest text field as query. The boolean re-rank strategy iSeapwith « = 0.0. The K
values are computed using the first model described in Seéti

— The run labeled a€TFggeSkBrO computed using the query elaboration method de-
scribed in Section 3. The boolean re-rank strategy is agplieh « = 0.0. The K values
are computed using the first model described in Section 4.3.

— The run labeled a€TFgge4kBr0 is computed using the query elaboration method de-
scribed in Section 3. The boolean re-rank strategy is agplieh « = 0.0. The K values
are equal to 40,000 for each topic.



— The run labeled a€TFggel0kBr0 is computed using the query elaboration method de-
scribed in Section 3. The boolean re-rank strategy is apmith o = 0.0. The K values
are equal to 100,000 for each topic.

— The run labeled a€TFggeBkBr0 is computed using the query elaboration method de-
scribed in Section 3. The boolean re-rank strategy is ap@ith o = 0.0. The K values
are computed using the third model described in Section 4.3.

— The run labeled a€TFggeBkBr1 computed using the query elaboration method de-
scribed in Section 3. The boolean re-rank strategy is ap@ith o = 1.0. The K values
are computed using the third model described in Section 4.3.

— The run labeled a€TFggeRkBrO computed using the query elaboration method de-
scribed in Section 3. The boolean re-rank strategy is apmith o = 0.0. The K values
are computed using the second model described in Section 4.3

Results of submitted runs are shown in Table 1.

Table 1. Summary of the CTF Legal track runs.

I3 HEY
Run label estF) @KlestFy@R|est H QK [estF, QR
Best run of the ad hoc task ' 08 0.2204 | 0.2458 0.1064 0.1770
Median run of the ad hoctask '08|| 0.1429 | 0.1823 0.0702 0.1109
CTFrtSk (baseline) 0.1282 | 0.1736 0.0481 0.0844
CTFrtSkBro 0.1346 | 0.1822 0.0723 0.1113
CTFggeSkBro 0.1544 | 0.2152 0.0811 0.1008
CTFgge4kBro 0.1849 | 0.2152 0.0818 0.1008
CTFggelOkBro 0.2160 | 0.2152 0.0788 0.1008
CTFggeBkBro 0.1800 | 0.2152 0.0799 0.1008
CTFggeBkBrl 0.1856 | 0.2196 0.0824 0.1016
CTFggeRkBro 0.1785 | 0.2152 0.0947 0.1008

With respect to the main metric (i.e. estimatEd@K) the evaluation of our baseline (CT-
FrtSk) is 0.1282. Six of the eight submitted runs are oventteelian of the ad hoc task of
Legal track 2008.

Applying the boolean re-rank to the baseline (CTFrtSkBr@) improve our performance
of +4.99%. The introduction of the the query elaborationhmoet(CTFggeSkBr0) allows to
improve our performance of +20.43% with respect to the liasel

If we consider only those runs in which the K value is computedbasis of the query
complexity, the best improvement with respect to the baedk 44.77% (CTFggeBkBrl).
This is not our best result. In fact the best run is CTFggeX0kB improves the baseline
performance of 68.48% considering K=10000 for each topit-gel0kBr0 differs only
-2.03% from the best run among all 64 runs submitted to theadtask of Legal track
2008.



With respect to the estimated F; @ K;, metric the baseline is evaluated 0.0481. Seven of
the eight submitted runs are over the median of the ad hoofdstgal track 2008. Our best
run is CTFggeRKkBr0 with an evaluation of 0.0947 and an imprognt of 96.88% over the
baseline. CTFggeRKkBr0 differs 12.35% from the best run agradh64 runs submitted for
the ad hoc task of Legal track 2008.

We have already started a experimentation aimed to betédyamthe relationship between
the D; values, introduced in Section 4.2, and the retrieval perforce.
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