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ABSTRACT

In the TREC 2005 robust retrieval track, we tested our adaptive retrieval model that automatically switches
between the 2-Poisson model/adaptive vector space model and our initid predictive probabilistic context-based
model depending on some query characteristics. Our 2-Poisson mode uses the BM 11 term weighting scheme
with passage retrieval and pseudo-relevance feedback. The context-based model incorporates the term
locations in a document for calculating the term weights. By doing this, different term weights are assigned to
the same query term depending on its context and location in the document. We aso use WordNet in the term
selection process when doing pseudo-relevance feedback. The performance of our model is comparable to the
median among all participants in the robust track on the whole query set including the title, descriptive and long
queries.

1. INTRODUCTION

In the forma runs of the TREC 2005 robust retrieval track, we used the 2Poisson modd [1] or the (adaptive)
vector space model, together with the probabilistic context-based retrieval modd [2]. In the informa runs, we
tested the performance of the 2Poisson model and estimated the optima performance of our mode. Our
search engine has migrated from UNIX to Linux and our search engineis now caled MATRIX.

In natural language processing, there are problems due to polysemy and synonyms. Polysemy is a term with
multiple meanings while synonyms are different terms with the same meaning. In the context of information
retrieval, polysemy causes the degradation of precision since a query term found in a document may not carry
the same meaning as in the query. That is, the spelling of a term matches but its meaning does not match. The
similarity score of the document with the query term is erroneoudy increased. The problem of synonyms is



that the term used by the author of the document may be different from that used by the user of the
information retrieval system while they both refer to the same meaning. That is, the spelling of the terms does
not match but their meaning matches. This will cause a decrease in recal as the smilarity score of the
document is erroneously decreased. These problems can be generdized to the problem of finding term
dependencies. Work has been done to solve the problem by usng WordNet [3-5] or/and co-occurrence of
query terms in a document [6-9]. For the problem of synonyms, we use WordNet to find terms with similar
meaning like the previous work. In contrast to the previous work, we solve the problem of polysemy by
considering the location of the query terms in a document when caculating the term weights; thisis our
context-based model.

The rest of the paper is organized as follows. Section 2 describes the models used in our formal runs in the
robust retrieval track and the performance of the runs. Section 3 presents the performance of the first part of
our informa runs which use the 2-Poisson modd solely. Section 4 is the second part of our informal runs. We
tested our model retrospectively (i.e., when relevance judgment is present) in order to estimate the optimal
performance of our vector space modd. Section 5 provides a conclusion.

2. FORMAL RUNS

In our forma runs, we adaptively switch between two models, namely the passage-based 2Poisson mode
with BM11 term weighting scheme [1] or the adaptive vector space model (AVSM) combined with the
predictive version of the probabilistic context-based retrieval model [2].

2.1. Passage-Based 2-Poisson M odel

In our 2Poisson mode, we use the BM11 term weighting scheme with passage-based retrieval. Pseudo-
relevance feedback (PRF) is aso performed for expanding the query after the first pass retrieval. Each
passage has a fixed length of 300 terms, unless the end of file is encountered. The document similarity score
sim(.) is computed by combining passage scores using a weighted Boolean digunction operation [L0] or
generaized mean function, conforming to the DRD principle [11]:

. 1§ .
sm(d;,q) == ?a rel(p|,j'q)
i j=1

where q isthe query, d; is the i-th document, p;; is the j-th passage of the i-th document, k; is the number of
passages in the i-th document, rel(.) is the relevance score assigned by the 2-Poisson retrieval model with
BM11 term weights, and a (=20) is a soft-hard decision parameter.

From the experiment results of the past TREC data collections, using pseudo-relevance feedback can improve
the retrieval performance. However, the parameters (e.g., number of feedback terms) in pseudo-relevance
feedback should be carefully set in order to have performance gain. In the TREC 2005 robust track, we use
thetop N (=20) documents from the first pass retrieva for selecting the feedback terms. Forty top ranked
terms in the retrieved documents are selected for expanding the query, and then a second pass retrieva is
performed using the expanded query.



2.2. Probabiligtic Context-Based M odel

In order to solve the problem of polysemy, we consider the context of a query term for weighting the query
term in a document. We would like to differentiate the meaning of context here with the meaning of the user
context analysis [12]. We believe that the meaning of aterm is highly related to its context terms, that is, for a
term which has two different meanings, say meaning A and meaning B, the occurrence of the context terms
for meaning A should be quite different from the occurrence of the context terms for meaning B. Intuitively,
the meaning of a term can be determined by looking into where the term is used, that is, the context of the
term.

Define t;  to be the term occurred at the k-th location of the i-th document. If t; x is a query term, then we
denote it g; x, @ query term occurred at the k-th location of the i-th document, where q; « is equa to t; . For a
query term g x, a context c(q; k, n) is defined as a window of terms with size n (i.e., n-term window) which the
dots of the window follows the requirement below (in our robust track experiments, n is set to 31):

1t osn ) If J<ceiling(0.5n)
djl=f . ifj=cdling(0.5n)
Wi-osm i j >ceiling(0.5n)

where jT [1,n] and the function ceiling(.) takes a real number x and returns the smallest integer that is

greater than or equa to x. Strictly speaking, the context of a query term @i « occurred at the k-th location of the
i-th document is the terms surrounding and including g .

Using the notion of the context, we can develop a probabilistic context-based retrieva model [2]. We calculate
the log-odds ratio of the probabilities of relevant and irrelevart given a particular context and assign the vaue
to the query term weight. Thisis similar to the famous probabilistic model proposed by Sparck Jones et a [13].

aP(relevant|c(q; ,n)) 0

W(q ) = log&k— p
SP(irrelevant |c(q, ,, n) 5

Using Bayse' rue,
P(relevant | c¢(q, ,Nn)) _ P(c(q,,,n) | relevant) , P(relevant)
P(irrlevant | c(q; ,.,n))  P(c(q . Nn) |irrelevant) P(irrelevant)

Since P(relevant) and P(irrelevant) are constants, their ratio is also a constant and can be ignored for the
purpose of ranking. The term weighting function becomes:

- (a‘eP(c(qiyk,n) [relevant) O
W) = oggP(c(qi’k,n)|irre|evant)fﬂ

Like many other probabilistic models, we assume that the terms inside a context are independent to each other,
s0 that we can multiply the probabilities of individual context terms. The probahilities of seeing a context term
given the relevant and irrelevant term sets are calculated by the relative frequencies estimates of that term
inside relevant and irrelevant term sets respectively. Since each document may contain more than one context,
we need to aggregate the term weights of the contexts in order to determine the score of the document. There
are various ways of aggregating the query term weights, such as averaging them, adding them together, picking



the maximum and picking the minimum. We use the maximum weight as the score of the document that is
consistent with the DRD principle [11]:

sim(d,, q) = max{w(q, )}

Gl g

where q isthe query, d; is the i-th document and g « is the query term occurred at the k-th location of the i-th
document.

The retrospective experiments (i.e., relevance information is present) in [2] showed that context information
can improve the retrieval performance. However, as we do not have the relevance judgments of the TREC
2005 robugt track in our forma runs, we need to estimate the probabilities of relevant and irrdlevart of a
paticular context or a particular term. Origindly in the retrospective experiments, we use the relative

frequency estimates to estimate the probebilities P(t; , | relevant) and P(t;  |irrelevant). In the predictive

experiments, we should either estimate the probabilities directly (e.g., using relevance-based language model
[14]) or estimate the sets of relevant and irrelevant terms. We adopt the ktter gpproach in our robust track
experiments. In order to estimate the relevant term set, we use the top N (=10) documents from the first pass
retrieval, then we extract the contexts in these documents and the context terms are our estimated relevant
terms. Similarly for the irrelevant term set, we use the bottom M (=100) documents for doing the estimation.
We use a smaler number of documents for estimating the relevant term set than the irrdlevant term set
because we need an accurate relevant term set with as little noise as possible in order to have good results.

2.3. Adaptive Switching Mode

The problem of our context-based model is that when the number of contextsin thetop N retrieved documents
is smdl, the size of the estimated relevant term set decreases. This will cause the problem of data scarcity as
in the language modeling approach, as many of the terms are unseen terms, they will be assgned zero
probabilities which is not desirable. Smoothing is one approach to tackle the problem [15]. Another approach is
to use an adaptive model to switch between the 2-Poisson model and the context-based mode, if the number
of contexts found in the top N retrieved documents is small, we do not use the context-based model but the 2
Poisson mode for ranking the documents. This forms our basic model in the formal runs of the robust track.

2.4. Performance of Our Forma Runs

Table 1 shows the performance of our formal runs in the TREC 2005 robust track while Table 2 compares our
performance with al the participants performance in the robust track. Our performance is dightly better than
the median for the title and long queries while the performance of the descriptive queries is comparable to the
median of al participants. The runs with an infix "2" are the runs using 2-Poisson modd and the runs with the
infix "V" are the runs using the AV SM. The HKPUCD run uses only the context-based retrieval mode.

Figure 1 and 2 shows the difference in performance for each query between our formal runs MAP and dl
participants median MAP in title and long queries respectively. The difference for aquery is smply caculated
by subtracting the median MAP of dl participants from our MAP for that query. From the results, we can
discover that our performance is worse than the median MAP of all participants for a particular set of queries
such as query 325 (Cult Lifestyles), 426 (law enforcement, dogs) and 427 (UV damage, eyes). Queries 426
and 427 have a common characteristic that they are combination of two different concepts. Further
investigation is needed for the reasons of the decrease in performance in these queries.



Table 1: Performance of our five formal runs

Run Name MAP P@10 P@30 R-Precision GMAP
HKPUVCT 0.248 0.442 0.422 0.293 0.133
HKPU2CT 0.246 0.426 0.411 0.291 0.129
HKPUCD 0.176 0.386 0.350 0.235 0.105
HKPUVCTDN  0.252 0.448 0.426 0.300 0.139
HKPUZTDN 0.244 0.422 0.403 0.289 0.123
Table 2: Comparison of our formal runswith all participants runs
MAP P@10
Query . .
Run Name Type Our All Participants Runs Our All Participants Runs
RUNS  Best Median Worsts RUS  Best  Median Worst
HKPUVCT T 248 442
332 223 .000 592 434 .010
HKPU2CT T 246 426
HKPUCD D 176  .289 183 028 .386 .536 .386 .096
HKPUVCTDN TDN .252 448
332 218 .000 628 432 .010
HKPU2TDN TDN .244 422

Figure 1: Differencein performance between HKPUVCT and all participants median MAP in title queries
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Figure 2: Differencein performance between HKPUVCTDN and all participants median MAP in long queries
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2.5. Storage Cost

The TREC 2005 data collection consists of 1,033,461 documents and consumes about 5 Gigabytes (block size).
There are 1,212,595 passages where each passage has at most 300 terms. We use Elias delta code and Elias
gamma code for the compression of the documents and term frequencies respectively [16]. Table 3 shows the
storage size of the dictionary, document information and our extensible inverted index with compression. The
indexing time was about 2 hours. This is achieved with an un-optimized index program code (e.g., includes
many software flags, double document scanning, etc.).

Table 3: Size of dictionary, document information and extensibleinverted index with compression

Document Extensible
Dictionary . Compressed Total
Information Inverted |ndex
Size (MB) 97 160 332 589

3. INFORMAL RUNS

In the first part of our informa runs, we solely tested our passage-based 2-Poisson model on the TREC 2005
data collection. We aso use WordNet to find the related terms for query expansion in the pseudo-relevance
feedback. The results of the runs are showed in Table 4 (HK PUINF1 and HKPUINF2). It is noticed that
the performance of our passage-based 2Poisson modd is better than the adaptive switching model in our
formal runs. The performance difference between our informa runs MAP and dl participants median MAP
is datidicaly significant for the long queries (p=0.01), however, the title queries do not have datistical
dgnificant improvement (p>0.1). The result reveas that using our context-based model has a negative
performance gain actually. The main reason for thismay be due to the incorrect estimation of the relevant and
irrdlevant term sets in our context-based model. Also, the assumption that the terms inside a context are
independent to each other is obvioudy unredigtic.

In HKPUINF3, we merge the retrieval list of HKPUINF2 (L1) with the retrieval list of the fuzzy Boolean
model with passage-based retrieval on the conjunction of title queries (L2). The number of documentsin L2 is
lessthan that in L1 because it requires al title query terms to appear in a particular passage in order to be
retrieved. The scores of the documents in the retrieval lists are normalized to be between 0 and 1. For a

particular query, define S |, to be the score of document i in L1. If document i doesnotin L1, then S, =0,



similarly for S, ,. Further define r =|L1C L2|/|L2 which is the ratio between the number of documents
found in both lists and the number of documentsin L2. If r <d,d T [0,1], we perform a linear interpolation
between S |, and S, usingtheweight | :

S| :| ’ SI,L1+(1- l ), S|,L2

After the experiments, we found that d = 0.4 and | = 0.9 produce the best result with a dight improvement
over HKPUINF2.

Table 4: Performance of our informal runs

Run Name Query Type  MAP P@10 P@30 R-Precision GMAP

HKPUINF1 T 0.250 0.432 0.410 0.288 0.133
HKPUINF2 TDN 0.301 0.554 0.488 0.334 0.216
HKPUINF3 TDN 0.306 0.574 0.494 0.341 0.225

4. RETROSPECTIVE INFORMAL RUNS

Our experiments in these informa runs focused on estimating the retrieval effectiveness based on a
retrospective study that makes use of the formulae in Relevance Feedback (RF).

4.1. SETUP

In our experiments, we used the vector space model (VSM) as our retrieval model because the VSM and RF
are based on the same idea that queries and documents are modeled as vectors in the hyperspace of term
weights. Therefore, VSM is consistent with RF conceptually. Our VSM  uses the pivoted unique normaization
[17] to compute the similarity score between the query and the document. Our sSmilarity cdculation was
dmilar to the one sed by AT&T in TREC [18] except the query weight was calculated by query term
frequency rather than Itu formula. Our VSM model in these runs are not based on passages but based on the
whole documents. The index terms are found in the documents as strings between two (white) space
characters. Unwanted words were filtered using alist of 441 stop words and candidate index terms are
stemmed by the Porter stemming dgorithm [19].

Table 5 shows the retrieval effectiveness of our fourth and fifth informal runs. The fourth run is |labeled
HKPUINF4 and the fifth run is labeled HK PUINF5. Title queries were used for these two runs and the
pseudo-relevance feedback (PRF) was applied in the HKPUINF5 run kut not in the HKPUINFA4. In the
PRF cycle, the new query was formulated by the title query and top 40 terms which was selected from top 10
documents in the retrieval list. The main purpose of these runsis to investigate the baseline performance of our
system. The measures used for assessing the performance are MAP, P@10, P@30 and RPrecision. The
MAP performance of the system is clearly lower than the formal runs using VSM with the adaptive pivoted
document length normalization based on passage retrieval (Table 1) but the GMAP performances of the
passage and document retrievals are similar.



Table 5: The baseline perfor mance of our system using title queries

Run Name MAP P@10 P@30 R-Precison GMAP
HKPUINF4 0.173 0.366 0.318 0.237 0.1035
HKPUINF5 0.220 0.450 0.380 0.262 0.1386

4.2. PerformanceLimit of usng Relevance Feedback

Relevance Feedback (RF) is a popular and effective query reformulation technique for improving retrieval
performance since itsinitia conception by Rocchio [20] in the 1960's. RF modifies the query iteratively, based
on the user’s judgments of the top retrieved documents. Many researchers have tried to improve the
effectiveness of RF and many were interested to find a good term selection method for RF. However, the
estimation of the best retrieval effectiveness of RF itsdf isgtill unknown. Since TREC have published al the
relevant documents for each topic, these results can help us to estimate the best retrieval effectiveness of RF
more accurately. It can be thought of as the user who examines the entire retrieva list rather than just the top
ten or twenty documents for asingle RF iteration.

Briefly, our algorithm for estimating the performance limit of RF is similar to the PRF but takes al the relevant
documentsin a single iteration rather than taking top N documents in many RF iterations. Besides, the stop
words, numeras and the terms with the occurrence in collection less than two are filtered This is designed to
avoid formulating trivia optima queries where each relevant document can be potentidly picked up by one
term that only occurred in that relevant document. Our term ranking function is based on the common term
weight function W4 [21]. Furthermore, the top 100 terms in the term ranking list and the ‘title’ part in the topic
are combined to formulate the new query for each topic. The reason for using W4 and choosing the same
query length for al topicsis because we want to investigate the average performance limit of using RF rather
than andyzing the performance limit of each topic.

4.3. Experimentsin Robust Track

The experimenta results using our agorithm on the dataset of robust track this year is shown on Table 6 and is
labeled HK PUINF6. From the table we can see that, the MAP and P@10 of this run is 0.546 and 0.936
respectively. It isfar beyond our performance in Table 5 and the best performance on TREC automatic formal
runs as well as manually assisted formal runs (i.e., 0.332 for MAP and 0.628 for P@10). It means that there is
gill room to formulate a better query or “near optimal’ query for current existing retrieva system to improve
its effectiveness.

Table 6: The estimated performance limit of using Relevance Feedback in Robust Track

Run name MAP P@10 P@30 RPrecison GMAP

HKPUINF6 0.546 0.936 0.815 0.543 0.526




5. CONCLUSON

In this year’ srobust track, we tested our probabilistic context-based retrieval model with the passage-based 2
Poisson mode or with the adaptive vector space model. In our formal runs, the performance is comparable to
the median of al participants in the robust track. While in our first part of informal runs, the performance is
better than the median of the performance of al participants in the robust track and the difference is
satigticaly significant for the long queries (p=0.01). The results indicates that further investigation is required
in order to come up a more accurate estimation of relevance and irrelevance models for the context-based
retrieval model. In our second part of informal runs, we tested the optima performance of our model
retrospectively and the result indicates that there is still room for current models to improve.
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