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Abstract

This paper presents Carnegie Mellon Universityjgsezkxnents on the mixed named-page and homepagaditask

of the TREC 12 Web Track. Our results were stramg;achieved the success using language modetsapsti

from combining information from document text, ind text, and information present in the structafethe

documents. We also present experiments using &tjmets about posterior distributions to creatsslbased prior
probabilities. We find that priors do provide ag gain for our official runs, but we do furtheqperiments that
show the priors do not always help. Some prelimyirgaalysis shows that the prior probabilities ao¢ providing

the desired posterior distributions. In cases whapplying the priors harm performance, the obskepasterior
distributions in the rankings are far off of thesuled posterior distributions.

1. Introduction

Documents found on the Internet are rich in stmgt@nd this provides many information sources ulskefr

retrieval. In particular, structural informatiomsbeen found useful for known-item searches sadhoamepage
finding and named-page finding [Craswell 2001][Ky@802][Ogilvie 2003][Zhang 2002]. A known-itenetrieval

system should attempt to leverage the structufakrimation in a manner that is consistent with itedel and
provides an improvement in retrieval performance.

In this paper, we present experiments where we gwnéiructural information using language modeling/e
create several document representations for eachrmamt using the structural information presentHinML
documents. From these document representation$prelanguage models. We combine the languageetsod
using a linear interpolation to form a new languagmlel. This new language model is then usedtimate the
probability that the document has generated theyque

It is also possible to leverage query independgorination through the use of document priors. Woent priors
are probabilities or beliefs that the documentlsvant to the query independent of any knowledigeithe query.
In previous homepage finding experiments, [Kra@i)2] found a prior based on the type of the URIbé¢oa very
effective source of information. The URL types RQBUBROOT, FILE, and PATH form four distinct docent

classes. We hypothesize that these classes sallked useful for a mixed homepage/named-page findisk, and
present experiments using these priors. The priobabilities are estimated from training data Wwhigves us a
desired posterior distribution. This desired pastedistribution defines ratios of the documentsskes what we
would like to observe in the rankings. Using Bayake, we can estimate the prior probabilitiesnfrtraining data
and corpus statistics. A detailed derivation mvped Section 5.

In the next section, we describe the basic gemerddnguage model where we are using informatiomfonly one
document representation. Section 3 describes eongbinformation from several language models. tiSec4
briefly discusses system specifics for the expemnisie Section 5 provides a detailed derivationhef priors and
posterior distribution we used for the mixed honggggaamed-page finding track of the TREC 12 Web K;raad
Section 6 describes our official runs and otheregxpents. Section 7 provides a discussion of tR& |griors and
their effectiveness in producing the desired pastetistributions over the rankings. We state dosions in
Section 8.

2. Generative Language Models

A unigram language model defines a multinomial piolity distribution over all words in the vocabojeof the
corpus. These probabilities are interpreted asdvgmneration probabilities, and documents are ciiketheir
probability of generating the query. This genemfprobability is computed by taking the produceioall query
terms of the probability of the query term givere thnguage model [Zhai 2001]:



P(Qe,) = |i| Plajo,) D

whereq is thei™ query term of query Q, |Q] is the length of Q, 8xnis a language model estimated from document
D. In the case where we desire a ranking using amé of the document representations, we diréaky

Pwjo,) = Plwo.) )

wherei indicates a specific document representation.

The language models for an individual document esgmtation can be estimated by smoothing a maximum
likelihood estimator (MLE) with a collection-wideodument representation model:

P(V\'ieo(i)) = APue (WlDi )+ (L= 2 Pue (Wici ) (3)

where Cj) is the aggregate over all document representiig). The MLE for a document representation is:

couniw; D,
PMLE (V\4Di ) = %
o (4)
The MLE distribution for the G is estimated similarly. It is common to set timgar interpolation parameteis
and4, in Equation 3 using guidance from Dirichlet prémnoothing:

o
Ai =_ 11

i+ 4 (5)
wherey; is a parameter often set emprically or by usimgsivalidation [Zhai 2002].

3. Combining Information Using Language M odels

When we wish to combine information formed from ariety of document representations, we take a finea
interpolation of the unigram language models esgohdrom the individual representations [OgilvieO3D This
new language model for a document should be desigoghat it closely models what we would expeuasar to
write as a query when requesting the documents iBhdifferent from doing a linear combination abeges from
different systems as we directly estimate the puiitya of a word given the differing language moslel This by
replacing Equation 2 with:

P(V"ieo)z gﬂ P(wi@D(i)) ©)

wherek is the number of document representations forcument and; is the weight placed on th8 document
representation. Thegvalues must be positive and sum to one.

When we wish to incorporate a prior probabilitytiie ranking, we restate the problem as one of astignthe
probability of the document given the query andlypg Bayes’ rule:

P(Dlo) - AQp)P(D)
Pl )
The P(Q) constant can be ignored in ranking, aadPp) component is the prior. We estimate P(Q|D) usieg
generative probability and estimate the priorsgisire URL class of the web page, giving:

P(DIQ) 1 P{Qb, JPINP T HFitype(D)) ®)
where P(NP or HBjpdD)) is the prior probability of the page beingamed page or homepage given the URL type
of the document and P) is the generative probability defined in Equation

4. System Specifics

We use the Lemur toolkit [Lemur] for document index and retrieval. For document tokenization wedus
Inquery’s stopword list and the Porter stemmer.e TIRLs were tokenized on punctuation (., /) andewsot
stemmed. A shorter stopword list was used for URh&p”, “www”, “com”, “gov”, “html”, etc.). Eachdocument
had as many as seven document representationsan 81 Table 1. For every representation exdeptiRL, we
formed language models using Dirichlet prior smowh The Dirichlet prior parameter was chosendoclose to
twice the average length of the representationis Ehnot an optimal parameter setting, but mayhate a large



effect on results. See [Zhai 2001][Zhai 2002] faore information. The probability of a word givehe
document’'s URL was computed treating the URL anddwas a character sequence, then computing a tharac
based trigram generative probability. The numerat@l denominator probabilities in the trigram engpan were
estimated using a linear interpolation with thdexilon model (all URLs in the corpus). The figimicument scores
were computed as the generative probability ofghery given the document, taking the linear int&fon over
the document representations.

Representation | Description

Alt Image alternate text

Font Changed font sizes and headings
Full Full document text

Link In-link text

Meta Meta tags (keyword, description)
Title Document title

URL Character trigram on URL

Table 1: Document representations

5. Parameter Estimation

The weights for the document representations¢tharameters used in Equation 2) were estimatedénaging the
MRR (Mean Reciprocal Rank) scores of the individdatument representations on the TREC 10 Homepage
Finding task and the TREC 11 Named-Page Findirlg tasble 2 shows the MRR of the individual repreagons

on the previous known-item tasks and the resulitaded weights. Table 2 also showsghge estimated from the
TREC 10 and TREC 11 data. We estimatedsthralues by scaling the TREC 10 and TREC 11 coluaffizable 2

to sum to one then averaged the two scaled columns.

TREC 10 Homepage TREC 11 Named-Page

Representation (MRR) (MRR) /)

Alt 0.186 0.194| 0.102
Font 0.155 0.191] 0.093
Full 0.300 0.469] 0.204
Link 0.515 0.455] 0.263
Meta 0.115 0.144| 0.069
Title 0.332 0.406| 0.198
URL 0.132 0.131] 0.071

Table 2: Estimating representation weight from TREC 10 aRET 11 data

Table 3 shows the actual performance of the docunmegmesentations on the TREC 12 test data. Wesearthat
the performance of the document representationsaared page finding in TREC 11 is similar to thpgrformance
in TREC 12. This is not surprising; the TREC 1d arREC 12 named-page topics were selected in dasimi
manner and both use the .GOV corpus. Howeverp#rormance of the individual document represeonati
TREC 10 homepage finding task is not as predictirethe TREC 12 homepage topics. In particulae, fihll
document text is much less useful for the TRECdiict than for the TREC 10 topics. This could besult of
variance or small sample sizes, but we believenare likely a result of different corpus charestes.

TREC 12 Homepage TREC 12 Named-Page | TREC 12 Mixed
Repr esentation (MRR) (MRR) (MRR)
Alt 0.167 0.171 0.169
Font 0.107 0.233 0.170
Full 0.125 0.394 0.260
Link 0.487 0.467 0.477
Meta 0.160 0.083 0.121
Title 0.284 0.416 0.350
URL 0.079 0.122 0.100

Table 3: Performance of individual representations on TRR@Gnd hypothetical values estimated from test data

The priors were estimated from TREC 10 data and ORE data. We made the assumption that the URLs of
homepages in the .GOV corpus would have similaragharistics to those in the WT10G corpus. In tidito



using the test topics for the TREC 10 Homepageifinthsk, we also used the 80 training topics mhedithat year.
We leveraged the knowledge that there would begaalenumber of homepage topics and named-pagestoptbe
test set by scaling our estimates on the postBfgpgNP or HP) to the same number of topics.

There are simpler methods to devise equivalent eusriior ranking purposes, but in the interestsesttdbing what
we did with the numbers we used, we present owrahcumbers and computations. These numbers asemted
in Table 3, and we provide a justification for tinethod used in Table 3 below. In these derivatidRsdenotes a
named page, HP denotes a homepaget #d page type (ROOT, SUBROOT, FILE, or PATH). eThethod of
derivation for priors is similar to the approackedsn [Kraaij 2002].

Posterior:

P{t{NPOHP) = P{NP)P(NP) + P{HHP)P(HP) ©)
since NP and HP are disjoint.

_clt,NP) | c[t,HP)
= +
2c(NP) ~ 2c(HP) (10)

where c{,NP) denotes the count of named pages of tyipethe training data and c(NP) denotes the nunaber
named page queries in the training data. In teis we approximated the values with training ddtaveraging the
fact that we know that homepages and named-pagesjarlly likely in the test data, we assumed P@PJHP) =
0.5. What we're substituting in for P(HP) and PIN® actually P(correct document is a HP) and Rémbr
document is a NP). This is fine here, but will @aome implications to the correctness of theirfas¢he priors.
With a little rewriting, we get our formula for thestimation of the posterior distribution:

oft, ) + Sl HPIINP) :('2‘;()’\' P)

- 2c(NP) (11)

Prior:

ANPOHFE)= PlNPO sztF)J(NP [IHP) .

by Bayes rule. Note that now we are interpretinglfPor HPY) as P(this document is a NP or tiRjnd not
P(correct document is a NP or iJR{s we do not know that the document is correct. bélieve the document may
be correct, but we do not know. This means that gutisg in the P{NP or HP) we estimated above is not the
value we should be using here, but we will assuméitigatlose to the true value we desire. Doing segjiv

c(t, HP)c(NP)
c(HP)
2c(NP)

cft,NP) +
P(NPOHP)

P(t) (13)
We estimate R from the training data and discard the constantsPP@N HP) and @NP) as our prior is
multiplicative and discarding a multiplicative constavill not affect the rankings:

cft, HP)c(NP)
c(HP)
c(t)/|collection} (14)
wherec(t) is the number of documents of typim the collection andpllectior] is the number of documents in the
collection. We can also ignore the constant sizé@tollection:

oft, ) + Sl HPIINP) E'(F:'CD()N P)

ct) (15)
This gives us the formula we used to estimate thegrio

c(t,NP) +

O




Class NP HP HP at 170 NP +HPat 170 | Posterior .GOV Prior
ROOT 5| 216 102.0 107.( 0.315 6768 0.0158
SUBROOT 14 75 35.4 49.4 0.145 120923 0.000409
PATH 10 29 13.7 23.7 0.070 65980 0.000359
FILE 141 40 18.9 159.9 0.470 1054082 0.000152
Total 170| 360 170.0 340.0 1 12477%3

From | From (NP + HP at From (NP + HP at
Computation | data| data| HP * 170/360 NP + HP at 170 170) /340 data| 170)/.GOV

Table4: Estimation of prior probabilities and posterior disition expectations

We note that this method of parameter estimationthferposterior distribution expectation was very aamugiven
the training data. Figures 1 and 2 show pie chamesponding to the distribution we estimated andaitteal
distribution observed in the relevance judgments. Baleeve it is reasonable to achieve such good etstimaf
this distribution in practice, as it is a relativelygost activity to provide assessments for known-itenstask

Estimated Distribution

Actual Distribution

Root
31%
File File
47% 47%
Subroot
Path 15% Path
7% 6%

Root
30%

Subroot
17%

Figures1land 2: Estimated posterior distribution of page types forexi documents (left) and actual distribution
of correct documents (right).

6. Experiments

In this section we describe official and unofficiahsu We submitted four official runs LmrEq, LmrEst, tEqUrl,

and LmrEstUrl. “Lmr” denotes the Lemur system, “Egtlicates the values were set to be equal to each other,
“Est” indicates that the were those presented in Table 2, and “Url” signifiest the URL priors presented in Table
4 were applied to the scores. Table 5 summarizes thaseand their performance. LmrFlat and LmrFlathsg
unofficial runs that do not use document structurthertext of the URL.

Run Official | Structure | ¢ URL Prior | Notfound | Foundby 10 | MRR

LmrEq YES YES equal NO 8.3% 83.3 % 0.652
LmrEst YES YES estimated| NO 7.7% 83.3 % 0.640
LmrFlat NO NO - NO 11.0 % 78.7 % 0.612
LmrEqUrl | YES YES equal YES 5.3 % 88.0 % 0.713
LmrEstUrl | YES YES estimated| YES 4.7 % 89.3% 0.727
LmrFlatUrl | NO NO - YES 9.3 % 50.7 % 0.315

Table5: Summary of runs and their performance

Our best performance was achieved when we used iheat=dy in combination with the URL priors. However,
when we did not use the URL priors, the estimatgzhrameters had worse performance than equally veeight
values. This raises questions about both the use of pfRks and the method of training tigevalues. We
recognize that our approach to training thealues is not optimal or always effective. What wenfd more
interesting was that the URL priors did not help diféerent runs uniformly, despite the fact that thed similar
initial performance. Applying the URL priors to therFlat run severely degraded performance, so thgslels to
have questions about the use of URL priors.



7. Discussion of URL Priors

When we apply the priors to the scores returned an&img, we do so with the hopes that the reranikstd Will
match our expectations of the posterior distributiofle fact that the URL priors do help in some casggests
that we may indeed be observing this behavior whemptiors are helping.

To test this hypothesis, we plotted the cumulative ibigion of results across all queries. We estimated the
probability of a class given a run by counting altulments of a given class up to a rank threshold aatbgeeries
and dividing by the number of documents returnedhay rank. Figures 4-6 (last page of the paper) sthese
estimated distributions. The lines without the poimesthe desired posterior distribution we hoped tdeaghby
applying the prior probabilities. For LmrEqUrl ahdnrEstUrl, we see that the FILE, PATH, and SUBROOT
classes are favored more than desired, but the ROGY islaeturned less often than we would like. Howewer,
know that performance is increased by applying ti@pto the LmrEq and LmrEst runs, and we can sédguares

4 and 5 that the URL prior brought the results clésehe desired distribution of documents in the nagki

On the other hand, LmrFlatUrl does not match oureetgrl posterior distribution well (Figure 6). Appigithe
URL prior to LmrFlat produces very undesirable bebavwn the rankings. It is not surprising that the mea
reciprocal rank of LmrFlatUrl is much worse thanttbhLmrFlat. The cause of this behavior is not appafrom
the current analysis, but the analysis does suggest toveesgess whether the priors producing a desirabld effec
the posterior distributions. This can be done withrelgvance assessments, so it may be useful duringathadr
and tuning phase of a retrieval experiment.

8. Conclusions

This paper described our TREC mixed homepage/naragd-uns. We feel that our performance on this task w
very strong. Our basic approach was to use languagelmestimated using structural information presettien
documents to estimate the query generation probabWe found a URL-based prior that others founcceasful

for the TREC 10 homepage finding task was also effediere. We described how we estimated the priods, an
provided data analysis as to the effectiveness ofrtbesp

However, we also demonstrate that the prior prolissiliare not producing the desired expected posterior
distributions. We provide some analysis suggesting wWtetn the priors harm performance, they produce
undesirable effects to the posterior distribution.isTdnalysis is simple to do and may be useful for othven
tuning their systems.

For future work, we would like to gain a better argtanding of the reason why the priors are not miaduesired
posterior distributions. One hypothesis is that theridigion of documents in the ranking does not mateh t
distribution of documents in the collection. This ntayse any biases present in the original ranking fardment
in the reranked results lists. Another cause maydiethie scores behave differently for the differeassés. In this
case, a simple flat prior may not fix the probleme Wel that if we can come up with a solution thatdpces the
desired posterior distribution while preserving as miébrmation in the scores as possible, we may be t&ble
improve on our already strong results.
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Figure 4: Posterior distribution foL mrEqUrl. Applying the URL prior to LmrEq gives result ligisee more
towards biased towards the FILE and SUBROOT classedltrsired, and less biased toward the ROOT class then
desired.
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Figure5: Posterior distribution fot mrEstUrl. The trends here are similar to those in Figure 4 farEqUrl.
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Figure 6: Posterior distribution for mrFlatUrl. Applying the URL priors to LmrFlat results in a kgdias
towards ROOT pages at early ranks which decays rapithgre is a trend towards an increasing bias totiard
SUBROQOT class. The FILE class has a much stronger dpgassa it then desired, and the PATH class has a
stronger bias towards it then desired. The bias aghm$tlLE class may account for the poor performance.



