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Abstract: The use ofthe PLIERS text retrievalsystem in TREC8experiments is
described.The tracks enterefbr are: Ad-Hoc, Filtering (Batchand Routing) and the
Web Track (Large only). Welescribe both retrievadfficiency and effectiveness results
for all these tracks. We also descrimmepreliminary experiments with BM_2fining
constant variation.

1. INTRODUCTION

The work described here is a continuation and expansion of last year's PLIERS etitat ¢dbhcentrated
on theVLC2 track. In TREC-8 we have enteréal three main tracksAd-Hoc, Filtering and the Web
Track. For the Filtering track we have entriesthe Batch Filtering/Routingub-tasks onlynd the large
task in theWeb Track. The mainfocus ofoour research is in the area of retrieefficiency and we
continuethattheme in this papgwe accepthat thisfocus differsfrom much of the othework done in
TREC). However we have attempted to improve the retrieval effectiveness sgstem by looking at the
issue of tuning constants for BM_25 and the relationship between them.

The hardwareised formuch of thesexpeaiments is the “Cambridge Clustettiat consists of 16
nodes each wittwo Pentium PI11-30 processors (32 processomallnp 384 MB ofRAM and 9 GB ofdisk
space on eachThe nodesare connected by a fagithernetswitch for general operatioand aMyrinet
(Gigabit class) switch for use Iparallel programsAlso used for comparisoand indexingpurposes is a
Pentium PII with 1 processor, 128 MB BAM (much lessthan theCluster nodesand 9 GB ofdisk
space. All 16 nodes dlfie Clustewere used irthe parallel experiments, but we did not utiledé of the
processors. In Indexing we used drocessors (limer processand 16 indexeprocesses). For search we
used 18 processors (1 batch client, 1 client interface and 16 leaf processes mapped). For the Filtering track
we used 16 processofimappingwas 1 processor for master Router, 15 processors for Slave Routers).
The topology used is given in [1].

The structure of the paper is dsllows. Details of indexing experimentand the
databases/collections usakdescribed in section Initial work done ortuning constants is outlined in
section 3and ahypothesis is put forward concernititeir use. The TREC-&d-Hoc experiments are
described in section &he Filtering Track experiments adescribed in section 5, whitae Web Track
experimentandsomeprior experiments witl/LC2 data are outlined isection 6. A conclusion is given
in section 7 particularly with regard to the tuning constant hypothesis.

2. INDEXING EXPERIMENTS AND DATABASE DETAILS

The textcollections used fothe experimentslescribed inthis paper are takefiom the 5 GB Tipster
collection and the 100 GB VLC2 collection. The same stop word list [2] and stemming algdd¥ins)
used inthe VLC2 experiments [1] was applied &l of the Indexed text. ANSGML/HTML parser was
used to identify various aspects of documents such as end of docunvead: atso used to remove the
<SUBJECT?> field in the LA Times collection (disk 5). Controlled Fields such as XX, CN, IN etc found in
FT datawere indexed. We recordraumber of different aspects of these collections. Collectaia such

as the number of documents in the collection, tatald length of collection and total size of text is
declared. For each indeximgn werecord aspects dhe index such as thgpe ofdistribution used for
Inverted file (partitioning or replication), type of Inverted file (with or without positiata), Invertedile

size (together with % of texgind relevant documents per collection uded training (Filtering Track
only). Information ortiming data includes indexing times plugrious parallel processing measures such



as speedup (sequential time/parallel tinefjciency (speedup/number of processoasidload imbalance
(L) [3] (Max node time/Average node time).

2.1 AD-HOC TRACK

Inverted File Type | Machine Time | Speedup| Efficiency LI Index Size
(Hours) (% of Text)
Postings Only Pentium| 0.81 324 Mb (17%)
Cluster 0.059 13.68 0.85 1.06 | 342 Mb (18%)
With Position Data| Pentium| 1.04 832 Mb (43%)
Cluster 0.064 16.17 1.01 1.06 | 851 Mb (47%)

Table 1 - Ad-Hoc Indexing Experiment Details

Table 1 show details ohd-Hoc Indexing experiments. ThAd-Hoc text collection consists of Tipster
Disk4 andDisk5 minus the Congressional record on disk4otisists of 528,155 documertsd thetext
size is 1,904 MBthe totalword lengthdetected was justnder 270 milliorwords. Indexing experiments
on both the Cambridge Clustand the single Pentiunvere done. Inverted files wepartitioned on the
cluster using the local build method with document identifier partitioning [4]: a method énwgs all
data localduring Indexing. A total of 1 processors was used ittap 16 Indexeprocessesand 1 timer
processThis is the same methagsed in last year's experiments [1]. Indexes waitdwithout position
data were produced. The clusy@lded goodesults particularly on Indexes with Position Data where the
extra memory on the Cluster paid dividends: super-linear speedup and efficiency were recorded. There is a
slight increase in Index size on the Cluster due to repetitikaysfordrecords found inthe type ofIndex
used. The increases amaly minor however: 0.05% for postingsnly files and 0.02%for files with
position data.

2.2 FILTERING TRACK

DATABASE Batch Routing Training | Routing Training | Test Collection
Filtering | 1: EXTRACT 2: SELECT

Index Time (hrs) 0.085 0.42 0.50 0.18

No Documents 64,139 251,396 256,761 140,651

Text Size in MB 167 979 1,013 382

Index Size in MB 37.72 158 162 85

(% of Text) (22.3%) (16%) (16%) (22%)

Relevance 548 1836 1797 1276

Judgments (Avg) | (10.96) (36) (35) (25.52)

Collection Word 27 138 142 60

Length (Million)

Description FT 1992: | 1/2 of Disk4/5 1/2 of Disk4/5 FT1993/4:
Disk 4 Minus FT1993/4 | Minus FT1993/4 | Disk 4

Table 2 - Filtering Track Indexing Experiment Details

Table 2 shows details &iltering Track experiments. The Indexifg all the databases was done on the
single Pentium. Indexes with postingsly datawere produced foall the databases. The Batch Filtering
database was replicatédy copying) acrosshe Clusterthat iseach node in the Clustéias thesame
index. The Routingraining datawassplit into two collections:one for query extractioand another for
guery optimizationnamed EXTRACTand SELECT. Files from the Routingollection were distributed
evenly to EXTRACT and SELECT, which differs from the method used in Okapi experimentssahtiee
type [5]. Of the Routingcollections only SELECT was replicatédy copying) acrosshe Cluster (the



EXTRACT database is used to make termpoolsand is notused inthe termselection process). The
Test collection was kept on the single Pentium.

2.5 WEB TRACK

COLLECTION WT100g |BASE10 BASE1
Index Time (hrs) 3.04 0.29 0.025
LI 1.10 1.06 1.10
Scaleup - WT100g:0.91 WT1009:0.8
BASE10:0.87

No Documents 18,500k 1,870k 187k
Text Size in GB 100 10 1
Index Size in GB 10.64 1.21 147MB

(% of Text) (11%) (12%) (14%)
Collection Word 8,600 865 87
Length (Million)
Description Full Db 10% of WT100g 1% of WT100g

Table 3 - Web Track Indexing Experiment Details

TheWebTrack collection (WT100g) consistsr 100 GB of spidered/ebdata andvas originally used in
lastyears VLC2track [6]. TheBASE1 and BASE10are baselineollections ofthe WT100g. All three
collections were distributed &venly as possible acrose 16nodes othe Cluster by linear assignment
i.e. F'x files are placed on the’node, 2° x files are placed on the"®node etcx is approximately total
collection files divided bythe number of nodes. Invertdites werepartitioned on the cluster using the
local build method with document identifier partitioning [4]. A total ofpt@cessors was usednmap 16
Indexer processeand 1 timerprocess.The indexing timedor the Web Track collections compare
favorablywith the results given at lagears VLC2track: the times stateaboveare fastethan allVLC2
indexing timesand meet thestandard sought at lageéars VLC2(an indexing time of 10 hours ¢ess).
The load balancindor all Indexing experiments on th&/eb Track is good with only slight levels of
imbalance recorded: this confirms that the strategy used for distributing the collection to nodeg®oedhs a
one. The Index timecaleup fronthe baselines to WT100gndfrom BASE1 to BASE1Gregood, with
very little deterioration in time per index unit. The indsizes also compareery well with only one
VLC2 participant yielding smaller Indexéisan thefigures we quote abov&he Indexegproduced on all
collections contained postings only data.

3 TUNING CONSTANTS FOR BM_25

One aspect of PLIER®iat hasyet to be fullyinvestigated is the retrievaffectiveness ofhe system. One
way of looking effectiveness is to examine the issue of tuning constants for the weighting fBMct2H
The methoddoesnot require mucteffort in order to increaseffectivenessand experiments can be
conducted very quickiand easily. Thereare two constants defined fdBM_25[7]: K1 that effects the
influence of termfrequency whilethe constanB is used to modifghe effect ofdocument lengthGiven
that there haveen no systematic work done with Okapi we also decided to exdhg@nelationship
betweerthetwo constants as well dhe relationshipetween thoseonstantand othewariables such as
Recall and Precision.

The collection used foinitial experiments on tuning constamtas AP 1989/90 frontast years
Filtering track (also usetbr preliminary Filtering/Routinguns —see below)and theVLC2 collection
also from TREC-7. We used topics' 1-50 otrex AP data in with queriegefined from Title Only, Title
& Descriptionand Title/Description/Narrative. For th#LC2 data weused topic 351-400 in Titl®nly
form (we wanted thebest possible figure ilorder to improveeffectiveness fothe Web Tracks small
gueries). The relevance judgmentsed weretaken from TREC-7or those topicsThe values forB
ranged from 0.1 to 0.9 & is always inthe range 0-1. Wevere more flexiblevith K1 as valuegzan go



from O to infinity andvaried values with each quetype depending orhow interesting the resultwere.
We investigated a number of different measures including TREC average PrecisionaiRéeadicision
at 20. Our criteriotowever was tdind thebest combination d8/K1 on average Precision criterion. We
plottedB againstK1l and ranexperiments against each other plotting the evaluation measurthiad a
variable. Wethenchosethe bestK1/B combination for a given query for use Ad-Hoc and Web Track
experiments (the constants chosen are reported in the relevant sections below).

We give a very brieflescription of our experimental resuétesd some conclusionarising from
them. In thecase of average precision tre AP data itvas foundthatK1 tended to be more significant
thanB except wherB < 0.3 with Title/Description/Narrative queries. THeC2 datawas measured with
Precision at 20 with whicB was moresignificant. WithRecall there tended to be more of an interaction
betweerthe constants, apafirom Title/Description on AP data whekel wasdominant. It is cleafrom
the data that there are trends and that the tuning constant variation data is not random. dtes data
however yield different shapes of surfadepending oneffectivenessmeasure, query content and
collection used (givetthe small number ofollections used). We woulshythat in generaK1 is more
significantthan B, but theredoesappear to be a noticeable interactlmtweenthe constants witlsome
evaluation measures. The implicationtligt TermFrequency tends to be significant whesing the
BM_25term weighting function with some measures.

We wish to investigate the following hypothes{€/B values from onelata set (where a data set
is defined as a set of queriaad acollection),are good predictors foretrieval effectiveness iranother
data set, irrespective of measurement used. Weraeiilirn to thevalidity of this hypothesis in the
conclusion.

4 AD-HOC TRACK EXPERIMENTS

The purpose ofthe Ad-Hoc experiments was to examiltiee issue ofterm weighting with ngassages
(referred to simply aserm weighting in the rest of this papem®rsus passage retrieval search. The
passage retrieval mechanism used is from Okapi experiments at TREC [8]. We sufiveitteds and
recorded extrauns for the two types ofsearch for queries derived on topics' 401-450. For passage
retrieval we did one paralleln andone uniprocessaun. For Term Weighting we ditivo parallel runs
andtwo sequential runsomposed ofuns onindexes withandwithout position data. We prepared Title,
Title/Descriptionand Title/Description/Narrative queries for each topic from Okapi generated queries.
The run identifiers together with theiquery processingype and query typeare given intable 4.Extra

runs were done on the single database as well in order to compare times.

TRACK | QP TYPE | QUERY TYPE COMMENTS

RUN-ID
plt8ahl | PASSAGE | Title Only ZTiming runs
plt8ah2 | PASSAGE | Title/Description | Jiming runs
plt8ah3 | PASSAGE | Title/Descr./Narr.| 2 Timing runs
plt8ah4 | Term W. Title Only 4 Timing runs.
plt8ah5 | Term W. Title/Description| 4 Timing runs.
plt8ah6 | Term W. Title/Descr./Narr] 4 Timing runs. Not submitted.

Table 4 - Details of Ad-Hoc Track runs

The term weighting functionsed forall runswas BM25.The tuning constant®r Title Only
are:K1=2.5 andB=0.9. For Titleand Description we used K1 value of 2.5and aB value 0f0.6. A
value of 4.0for K1 and 0.7for B was used for Title/Description/Narrative queri&he choice ofthis
tuning constant dataas based on experiments described in sectidm8&.average length of thgperies
was: 2.42 for Title Only, 9.88 for Title/Description and 24.74 for Title/Description/Narrative.



4.5 Retrieval Effectiveness

Table 5 showsur Ad-Hoc results for TREC8. We include ithe table the result®r submittedruns,
results for reviseduns after abug (in the parallel programyvas fixedand thebest values found by
varying the tuning constaniksl andB.

TRACK | SUBMIT | REVISED | BEST

RUN-ID | EVALS EVALS (CONST VALS)
plt8ahl 0.165 0.212 0.238 (K1=1.0,B=0.3)
plt8ah2 0.160 0.190 0.189 (K1=1.5,B=0.6)
plt8ah3 0.135 0.165 0.161 (K1=1.5,B=0.8)
plt8ah4 0.139 0.181 0.234 (K1=1.0,B=0.3)
plt8ah5 0.149 0.180 0.190 (K1=1.5,B=0.6)
plt8ah6 0.123 0.150 0.157 (K1=1.5,B=0.8)

Table 5 — Average Precision Results for AD-HOC runs

The original results submittedere verypoor, but therevised results fothe Title Only query
using passage retrieval with the chosening constants are mudhproved, if a littlelow. Results on
long queries are not particuladypod for any of thoseuns. Thepassage retrieval Title Only revised run
(plt8ah1) produced results in which 24 outlué 50topics were bettethan themedian. This figure was
reduced to 22 out of 50 fdhe revisedterm weightingrun (plt8ah4). In both of these revisedns we
record an average precision for topic 431 which was bistder thebest Ad-Hocrun: 0.558 compared to
0.526. It should be notetiat nothingspecial was doneith the queries such as using relevafemsiback
and/or thesauri.

The tuning constantshosen forall Ad-Hoc queries weranot good predictors fothe dataused
this year. Inall cases withall types of querythe graph shape of th&d-Hoc data is entirely different to
that of the AP data. In the Ad-hoc d&ta tending to be more significant fshort queries whil® tended
to be more significant for longer queries. A befiair of constantsvas availableand weshowthem with
their results intable 5. Wecan stateahat thehypothesis declared in sectionaBove isinvalid when a
source collection for choosintyning constants iglifferent from the targetollection on which the
constants are to be applied.

With respect to retrievagffectivenesgain of passage retrievailver term weighting wefound
that thereweresslight improvementgor revised submitteduns, but for the bestterm weighing constant
values therewas little improvementand for Title/Description queries we actually recordedslght
reduction in average precision. It seems likely fribns that thebesttuning constants in term weighting
searchmay not be thebestpair when applied t@uery processingising passage retrievadll tuning
constants applied tAd-Hoc weregathered on term weighting runs.stiould be notethat theproblem
we had last year with the passage retrieval module was a minor bug and easily resolved when found.

4.6 Retrieval Efficiency

The response timésr all 18 processoparallel runswere goodwith all average query processing times
under 10seconds [9]: 7 othe 9 parallel runsvereunder asecond.The singleprocessorunsregistered
goodtimes with a maximum of 1%econds for Title/Description/Narrative, while 7tbé 9 runs had an
average query processing time of under 5 seconds.

The measurements of paralleliggpeedup,efficiency, Load Imbalance [LI]) varied considerably
depending orQueryand Inverted file type.The most disappointingras Title Only queries on postings
only data: aspeedup of 4nd efficiency of 0.29 was registeredvith the worst LI of 1.44. It isclearly
difficult to justify parallelism for queries applied tosmall collection Index loaded dhe “Cambridge
Cluster” as communication time will dominate processing time. Bbést speedups were found with
Title/Description/ Narrative queries on files with positidata: a super lineaspeedup of 16.89 was
recorded with arefficiency of1.05: morememory is available ithe parallel machine. Lwas good in 6



out of the 9 runs with recorded measurements of 1.06 or under. With passage retrieval theqraiaiiel
examines 16 times more documents (16,000 as against 1h@d0Ohesequential version. All thpassage
retrieval runs managed teducethe averagguery processing timand stillexamine the extra data: the
best example was Title Only that took 0.83 seconds on average (sequential run) as againsv@i2gen
for the parallel run.

There are a number of exteasts involved irutilizing Passage Retrievaind theposition data
which is recorded in Inverted files, that is costs of searching an Index with postings only data as compared
with searching on onthat containgosition data. Witlrespect tdhe extracosts of Passage Processing,
there was verylittle noticeable difference omhe sequential runglargely because ofmain memory
restrictions on the data used). However there was a marked change comparing search times on the parallel
processinguns with much largetimes for Passage retrievaler ordinary term weighting search: the
worst being a factor of 18 wheumsing Title/Description/ Narrative queries. The ext@st onTerm
Weighing search on Indexes with position data as against Indexes without positisrasidtand to be
consistent with a factor juswer?2.2 for sequentiatuns,while the extracost onthe parallel runsvas1.5.
The extra 1/0O bandwidtlthat isdeployedwith this type of parallelism (Shared Nothing)ields benefits
when comparing the search performance on Indexes with posimgata andthose containing
position data. It should be notéldat thefigures declared irthis sectionand used for comparison are
optimistic giventhat each node in the "Cambridge Clustdras three times thenemory of the
uniprocessor Pentium used.

5 FILTERING TRACK EXPERIMENTS

TRACK RUN-ID |SUB-TRACK |ALGORITHM OQPERATION
plt8f1 BATCH FILT. | FIND BEST ADD/REMOVE
plt8f2 BATCH FILT. | FIND BEST ADD/REWEIGHT
plt8ri ROUTING FIND BEST ADD/REMOVE
plt8r2 ROUTING FIND BEST ADD/REWEIGHT

Table 6 - Details of Filtering Track runs

The mainpurpose othe Filtering track experiments is show speed efficiency fdhe termselection
algorithms used inhe pastfor Filtering/Routing by Okapi at TREC [5]. Recdflat 16processors were
used in these experiments. Fbe purpose of these experiments we uerl FindBestalgorithm: this is
largely becauseearlier experiments (to be published later [11]) indicatedt the best time
reduction/effectiveness is achieved wittat method of term selection. Ilthis paper we repornly on
runsdone on 16 nodes using pocessors (otheunswill be reported in [11]). Topics without relevant
documents wereot treateddifferently from topics with relevant documents as wwere testing the
parallelization of the query optimization algorithms. We usemloperations in conjunction with the Find
Best algorithm: Add/Remove terms and Add terms with re-weighting.They are both more
computationally intensive than Add only and yields betéiievaleffectiveness. Weeated thaelatabases
differently in the different sub-tracks. With Batch Filterimgns we did extraction of termend term
selection on one databagshis was because dhe small number of relevant documents available in the
training set. Howeverwith Routing wewere able to deextraction of terms on one databas®l term
selection onanother as per Okapi experiments [5]. The number of relevant documents in the Routing
training set allowed ushis flexibility (the mainreason forsplitting the trainingset when using the term
selection algorithms is to redutiee overalllevel of overfitting).All term selectionrunswere optimized
using TREC average Precision: we tried using the utility fundtiéh but the resultswere poor.This
confirms the Okapi experiments result which prethett average Precision is a gopdedictor for other
measures, but the other measures do not predict eachwethehll Batch Filteringrunswere optimized
for the U1 utility function.

We didsomeinitial experiments with lasgear's AP Filtering tracklata to test theoftware: the
results are reported briefly in the retrieval effectiveness sections below. We split the discussion of Filtering



track experiments intdwo sectionsone of effectivenessnd one for efficiency.Each section has
discussion on the sub-tracks entered: Batch FiltesimgjRouting. We entered fouuns for TREC 8:
details of these can be found in table 6.

5.1 Retrieval Effectiveness

a) Batch Filtering

TRACK | SELECTION TEST DB AVERAGE AVG
RUN-ID | (Recall/Prec) | (Recall/Prec) | EVALUATIONS | SCALE
PER TOPIC D
LF1
plt8fl 0.856/0.843 0.142/0.280 907 0.354
plt8f2 0.855/0.849 0.149/0.287 2022 0.376
AP Run 0.852/0.816 0.250/0.118 5764 -

Table 7 - Details of Batch Filtering Efficiency Results

Both submitted filteringunswere optimized fothe LF1 utility function. We preserthe results irtable
7: the average scaled utility function used is from Hull [10]. The Recall/Precision for the selection runs are
all very goodindeed: the number of relevant documentstppic is 51 compared with jusinder 11 per
topic for the FT data therefore ouuns thisyear have done better with ledata. This isalso true of
Precision on the FT test database but not true of Recall. Our filrenisdor this year sacrifice Recall for
Precision. The Precisiofor filtering is comparable with Routing resulisee table &elow)and much
higher thanwas expected givethe type of method used for filteringand the number ofelevant
documents available. Comparidgld/Remove operation to Reweight we foundiacrease of 2.5% for
the formerover the latter: this increase is not particularly significant gittest Reweighting need 2.2
times theAverage evaluations per topiban Add/Remove.The increase irscaled average utility was
more significant: using Reweight operation yielded a 6% advantage over Add/Remove.

b) Routing
TRACK | SELECTION TEST DB AVG EVALS
RUN-ID | (Recall/Prec) | (Recall/Prec) | PER TOPIC
plt8rl 0.873/0.696 0.858/0.286 1932
plt8r2 0.887/0.734 0.845/0.288 5364
AP Run 0.824/0.608 0.543/0.286) 5481

Table 8 - Details of Routing Efficiency Results

As with Batch Filtering we did one test run on AP data with Badtusing the Add re-weight operation.
The Precision/Recalbr term selection wasigh with values of 0.824nd 0.608espectivelyThe results

on the testollection compared favorablyith participants of the TREC-7 Routing sub-track: 5 of the 10
runs submitted produced a better average Precision of 0.286. Recall/Precisithiisfgearsruns on
selectiondatawas very goodndeed with Recall justnder 0.9 angbrecision around 0./Results on the
test database akeery good orrecall which is abou®.85, while precisiowas adequate around 0.28.
ComparingReweight operation asgainstAdd/Remove we founthat Reweightdid bring benefits over
Add/Remove but the gain was only 0.7%. This figure is not much of an increase for thearktreeeded

in Reweight where a factor of 2.78 more evaluations where nemdgdAdd/RemoveWith respect to
precision orrun plt8rl, 20/50topics were bettethan median whiletwo equaled théest: topics 355 and
380. For run plt8r2 15/50 were better than median and the same two topics as in plt8rl equaled the best. It
should be noted howevedhat thesetwo bestyielding precision topics only contained one relevant
document each. Itwo of the topics 387and 394 run plt8r2 recorded théest average precision. Overall



the results where acceptable, if a little disappointing compared with other participtiresRautingsub-
track.

5.2 Retrieval Efficiency

a) Batch Filtering

The averagguery selection time fahe AP data sawas 115 second&aking on average 26.56 iterations
to select an average of 28.2 terms. The results submitted on the FT dataTSREC-8are in stark
contrast. Forun plt8f1 the average terselection time per topiwas6.7 seconds with an average of 8
iterations choosing an average of 9.3 terms. Run plt8f2 was slightly more costly computationally taking 19
seconds per topic on 8.5 iterations with an average of 10 terms chosen per topicwaberédy poor for
FT data: a LI of 1.65vas recorded for plt8f1 while for plt8tke figurewas2.15. The Lifor AP data was
1.46, an improvement on the FT data figures but are still not particularly good. The redbemeduced
load balance in these experimentshiat some nodesiad termswhich werefar morecostly to evaluate
thanothers: everthough theprocesses were given virtuallge same number of terms to inspect. In the
context of time itwould not thereforeseem to be any use in applyipgrallelism to the Okapi term
selection algorithm$or smaller databases whateere areonly alimited set of relevance judgments. It is
important to tryand find theaccumulation level for relevant documents on topics wparallelismcould

be applied to the term selection algorithms usefully.

b) Routing

The average terrselection time for ARlatawas 23minutes with an average of 49.5 iterations choosing
51.5 terms on average. The average tsetection times for Fatawere much smaller: taking 1.75
minutes forrun plt8rl and 6 minutefor plt8r2. The number of terms chosems an average of 21 for
plt8rl and 27 for plt8r2. The number of iterations on FT dats alsanuch reduced being on average 20
for plt8rl and 25for plt8r2. The LI for add with re-weight operatiomvas much betterthan for
Add/Removeoperation: ternselection on ARlatayielded a LI on1.25 while forplt8r2 the figure was
1.28. Run plt8ryielded a LI of1.33 by contrast. The results witkspect to efficiencyre far superior in
Routing than batch Filtering: this idargely due to the size of the data ssedand the number of
relevance judgments available in the Routing task compared with Filtering. The size of the ds¢al set
has aconsiderable impact on load imbalantee size of theollection would be therefore a factor when
examining theviability of deploying term selection algorithmsResults fromruns whichuse lesser
numbers of processors will be reported later [11].

6. LARGE WEB TRACK EXPERIMENTS

TRACK RUN-ID |QP TYPE |DATABASE |COMMENTS
pltBwil Term W. WT100g Timing run
plt8wt2 Term W. BASE10 1Timing run
plt8wt3 Term W. BASE1 1Timing run

Table 9 — Details of Web Track runs

The purpose of ouWeb Track experimentsvas to examinghe scalability ofthe PLIERS data structures
and algorithms awell as contribute tdhe debate on centralized versus distributegb search indexes.
We submitted thremuns,one forthe full WT100gand the othetwo for the baselines. Wean all 10,000

of chosenweb queries against each of the databases, using the cgaane configuration for each run
using 18processors dhe Cambridge Cluster. Wesedterm weighting search with tH&M25 weighting
function. Details of thaVeb Track runs argjiven in table 9. We also report details of our preparatory
VLC2 experiments.



6.1 Retrieval Effectiveness

a) VLC2 Experiments

QUERY GEN. BASE1 BASE10 VLC2 QUERY
SIZE

Title 0.102 (0.130) 0.235 (0.264 0.318 (0.37]7) 2.46

Title/Descr. 0.117 0.256 0.370 9.46

Title/Descr/Narr 0.103 0.228 0.392 26.54

Okapi VLC2 0.111 0.240 0.429 19.34

Table 10 — Precision at 20 for VLC2 Experiments

We present the retrievaffectivenessesults on the/LC2 data in table 10. The figures in brackets are
evaluations withtuning constantset as:K1= 1.5 andB = 0.2. Thesewere found to behe best
combination on VLC3ata evaluations. The othems are with tuning constarget aK1=2.0 andB =
0.6: these settingsere used idastyears VLC2 experimentd]. We declareruns on generatequeries
based orthe Title, Descriptiorand Narrative awells atthe Okapi generatedLC2 Queries we used last
year. Queries were generated from topics 351 to 400.

We have managed to improtlee retrievakeffectiveness of PLIERS considerably sitegtyear’s
entry [1]. For example comparing the resiitisPLIERS at VLC2with the OkapiVLC2 queries used we
have a figure of 0.111 compared with 0&& 0.056: anmprovement of 39%and 98% respectively.
Examining the tuning constant data falswed us to improve oufFitle Only queries quiteonsiderably
(we did not do experiments on othquery type because ¢ime constraints). Our Titl®©nly results
compare favorablyith lastyears VLC2runs where 0.377 ishigher than 4out of 18 submitteduns
(which were based on tile/descriptiontite main).Howeverour Okapi VLC2 queryuns results arenly
higher than Dut of the 18 submitterlins and weherefore need to examine tissue of effectiveness on
larger queries (including experiments witining constant variation). As with other participants in last
year’s VLC2track, we also recorded a significant rise in precision at 20 moving from the baselines to the
full collection [6].

b) Web Track Experiments

DATABASE MODIFIED | PREC @ 10| PREC @ 20
AV PREC

BASE1 0.189 0.320 0.269

BASE10 0.323 0.476 0.436

WT100g 0.458 0.550 0.561

Table 11 — Large Web Track Retrieval Effectiveness Results

The results from the 50 evaluatéteb Track queries areery goodindeed on altollections, particularly

the full 100Gbytecollection (see tablgl). They represent a vast improvemenerlastyears results and
clearly reinforcethe evidence provided bthe Ad-Hoc experimentghat effectiveness oshort queries is
good. The most importanaspect of these experimentsthgt the tuningconstants chosen in Tit@nly

VLC2 runs were good predictors faretrieval effectiveness for Precision &0: the choserkK1l and B
values were best ithe 50 evaluateeb Track runs. The trend iboth tuning constant datsets isvery

much the same. We catearly state fronthe evidence provided witlthe dataused inthe Web track
experimentghat thehypothesis stated in section 3 holds wiieasourceand targetcollection are the
same. This demonstrates thessibility ofexamining statistics from a givewllection(and perhaps using
some form of heuristic process) in order to choose a given pair of tuning constants for incoming queries.



6.2 Retrieval Efficiency

a) VLC2 Experiments

In Table 12 we present the averag@ery processing times in seconds together withratios to the

appropriate baseline measures. The ratideiined as: Big CollectiofResponse time/Little Collection
Responselime. We alsogive a measure of Scalabilithat is theproportion of time as against the
database or collection size: The equation is as follows:

Scalability = Average Query Response Time (Smaller Collection) * Data Size (Larger Collection)
Average Query Response Time (Larger Collection) Data Size (Smaller Collection)

Equation 1 — Scalability Measurement

This metric has the advantagwer simpleratios in that its resulactually relatesquery
processing times to the size of data in question.giVe two figures in our results for comparison
purpose; one relating to the actual text size and one to the Inverted file size.

QUERY GEN. | BASE1| BASE10 WT100g
Title 0.052 | 0.074(1.4)| 0.87 (16.8, 11.7B)
Title/Descr. 0.063 | 0.339(5.4)] 4.4 (69.8, 12.99)
Title/Descr/Narr | 0.11 1.06 (10.05) 14.64 (138.2, 13.76)
Okapi VLC2 0.14 0.93(6.83)| 12.21(89.9, 13.2)

Table 12 — Average Query Processing times for VLC2 experiments (ratios to baselines)

The processing speed for most runs is very good. We report the averagewof tines submitted
for each database. Only two of the VLC2 runs exceed the 10 second requi@maeety response times,
but theseare thetwo largest queries applied to the indeee table 10 for query size§)ne of the runs,
namely Title Only meetthe VLC2 requirement of a 2 second or less response time for queseeshe
full collection [6] and compares favorably to query resportgaes for VLC2 participants. Query
processing times in proportion to the collection size showed sub-linear growth when comparing BASE1 to
the othercollectionruns: theexception waghe larger Title/Description/Narrative runs. The rdtiom
BASE10 to WT100g shows super-linear growth for response times for all runs.

QUERY GEN. BS1-BS10 BS1-100g BS10-100g

INV.  TXT |INV  TXT | INV  TXT
Title 5953 7.03 443 576 0.744 0.819
Title/Descr. 1581 1.867 107 1.39 0675 0.743
Okapi VLC2 1.239 1.464 0826 147 0670 0.733
Title/Descr/Narr | 0.843 0.996 0.537 0.698 0.637 0.701

Table 13 — Scalability Results for VLC2 experiments

The Scalability results are given in table 13. The best scalability resafisund with TitleOnly
gueries, some okhich arevery spectacular for both tex@nd indexScalability. It is clear from the data
that there is a strongprrelationbetween query sizend scalability: as we increagbe size of thejuery,
scalability declines. We have organized table 13 in descending order of Scalahifity san beclearly
seen. Thisffect isdue to memory use: more constituent quenyns mean that largerumbers ofsets
have to be manipulated: this effect would clearly be more of a problem on uni-processor experiments.



b) Web Track Experiments

DATABASE QP TIME (LI) SCALE-INV SCALE-TXT RATIO

Bsl Bs10 Bsl Bs10 Bsl Bs10Q
BASE1 0.027 (1.08 - - - - - -
BASE10 0.121 (1.03) 1.93 - 2.28 - 4.3
WT100g 1.616 (1.02 1.2F 0.685 1.65 0.721 5/7.9 13.4

Table — 14 Average Query Processing times (secs) for Large
Web Track experiments (Scalability/Ratios)

The processingpeed forall runs isalso very good,but not asgood as forTitle Only VLC2 runs.
However,all runsmeet the 10 second requiremémt query response times. Load balancgded for all
runs. The prepared average query length was found to be 2.49 terms: many terms in the/ereees
content bearing wordsndsome queries containewne at all. A frequerquery washe single term “a”.
Why wasthe response timir Web Track querieshigher thanTitle Only on WT100g (nearlglouble)
despitethe fact that Web Track Queries arenly slightly larger thanTitle Only Queries? We compared
the average set size of the 50 Tilaly to a sample of 5Web Track querieandfoundthat theaverage
set size per terrfor Title Only was 28K, whereas fahe sampléVeb Track queries the average séte
was 48K.The memory requirements for sesse very much largerfor Web Track queriegshanfor Title
Only. We experimented with differinigvels of in-cor&keyword onthe sub-set of Welirack queries and
foundthat wegot best resultsith only 9% ofthe keyworddictionary inmain memory (a document map
file is kept inmain memorythat containglocument lengths needéat BM_25). There is clearly aoffset
betweenthe number okeywordsand document lengthgou keep in memory persistentlggainstsets
being retrievecand manipulatedor Query service. Having to didO for list elements when weighting
inverted list could reduce the search performance dramatically.

Measuring Scalability over both the textdInverted file we foundhat thefigures for BASE1 to
WT100g were very good, while the corresponding figures from BASE10 to WT100g were acceptable. The
same pattern withespect to elapsed time ratios found with VLC2 Title Onlgswas foundwith Web
Track runs:BASE1 tothe othercollections yieldedsub-linear ratios, while BASE10 to WT108glded
super-linear ratios. From Table 13cié&in beseenthat Title Only VLC2 queries yield better Scalability
from BASEL to other collectionthan theWeb Track queries: this is anotheffect of the memory
requirements for Web Track queries stated above.

It should be notethat theScalability/Ratio measurements from BASElthie othercollections
should be treated witkomecaution, since thenemory requirementand communication overheads for
search times areastly different. Aswith some ofthe smallerAd-Hoc runs it is not cleathat parallelism
brings muchbenefit on collections of BASEL1's size (see secidn. While these results ageodthere is
clearly some scope formprovement, in particular the application of variogsery optimization
techniques available [12].

7 CONCLUSION

We draw a number of conclusions fraime experimentslescribed above-rom our work ontuning
constants we state that a hypothesis which asserts that tuning constants from one set of experiments can be
applied to another set is correct, providing the saallection is used in both experiments. We further
restrict this assertion by stating that a@y have evidence fdhe validity of the hypothesis fosmall 2 to

3 work queries orthe Precision at 20 variablelowevergiven that wehave shown therare collection
dependent variables whidifectthe retrievaleffectiveness ofhe chosertuning constants (as applied to
the BM25 weighting function), wevould hopethat furtherexperiments on larger queries wiioduce
further positive evidence fathe validity of our hypothesis. Wevould also hopéhat othervariables such
as Recalbnd Average precision would yield favorahilesults. Clearly there iscope forthe investigation

of factors whichmight affect the choice of constantsThis would require a much more rigorous
methodology and extensive experimental framework than we have applied in our experiments.



We need to investigatehy longer Ad-Hoc queries in oursystem donot yield goodretrieval
effectivenesgesults. Further research intery optimization techniques févd-Hoc searchwould be
fruitful: this would alsorequire an investigation into the tradéfs with respect toeffectiveness and
efficiency foundwith such techniques. In tlease of the Filtering/Routing track we need mareidence
on the number of relevant documemniseded for choosinthe type of term selection technique, for a
collection of a given size.
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