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Abstract

We present further evidenseiggesting the feasibilty of
using information theoretic query expansion for
improving the retrieval effectiveness of automatic
document ranking . Compared toour participation in
TREC-7, in which weapplied this technique to an
ineffective initial ranking, here we show that
information theoretiqquery expansion may beffective
even when the quality of the first pass rankindigh.
In TREC-8 our system has bemmnkedamong the best
systems for both automatic ad hawd short automatic
ad hoc. These resultsare even more interesting
considering that weised single-wordndexing andwell

the latter usuallyincreases athe quality of theinitial
retrieval becomedigher, we expectedthat also the
relative performance improvement due to query
expansion would benefifrom a better first pass
ranking. Our results confirmed this hypothesis
partially. The secondgoal of our participation in
TREC-8 was to test theffectiveness ofusing the
variance ofterm occurrence inthe collection torefine
the weighting schemesised to weight query and
documents. The resultsbtained using termvariance
were moderately promising. Overall, the average
precision of our best run in TREC-8 wd&s3106,
which was agreat improvement overthat of our
participation in TREC-7. Mreover, these resulisere

known weighting schemes. We also investigate the usexcellent also on an absolute scale. Gustem was

of term variance to refinethe weighting schemes
employed byour system to weightdocuments and
queries.

1. Introduction

This is our second participation in the TREC
conference. INTREC-7 weexperimentedwvith a novel
method for automati@uery expansionbased on an
information-theoretic measure (Carpinated Ronano,
1999). The results showed that passing from
unexpanded to expanded query vyielded hagh
performancegain (+ 14%), but, on an absoluseale,
the figures that weobtainedwere much lower than
those reported by the best TREC systemg. (€.1409
versus 0.3033for the averageprecision). This was

mainly due to the ineffectiveness of the ranking system

on top of which thequeryexpansion stage waeided,

which used asimple tf-idf weighting scheme. Thus, in
TREC-8 wehave tried toimprove the basiadanking
system in the hope dficreasingnot only theretrieval
effectiveness ofthe document ranking produced in
response to auery (whetherunexpanded oexpanded)
but also the utility of thejueryexpansion itselfSince

ranked as the fourthest system for automatic short ad

hoc, and as the eighth best system for automatic ad hoc.

What makes these resultgen mordnteresting is that
they were obtained using single-keyword indexing.

2. Test collection indexing

1. Text segmentationOur system firstidentified the
individual terms occurring in the test collection,
ignoring punctuation and case.

2. Word stemming To extract word-stenforms, we
used avery largetrie-structuredmorphological lexicon
for English (Karp et al, 1992), that contains stendard
inflections for nouns (singular, plural, singular genitive,
plural genitive), verbs (infinitivethird personsingular,
past tense, past participle, progressive forad)ectives
(base, comparative, superlative).

3. Stop wording We used atop list, contained in the
CACM dataset, todelete from the texts common
function words. In addition, foefficiency reasons, we

removed the terms that appeared in more than 75000 and

less than 5 documents.

All the test collectionindexing was of the single-
keyword type. In particular, weused no ranually-



predefined multiword phrases to conflatgroups of
related words into single concepts.

3. First pass ranking

We usedOkapi formula (Robertson etl., 1999) for
matching queries and documents inthe first pass
ranking:
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wherekq, k3 andb are constants which were set 1@,
1000, and 0.75 respectivelyWy is the length of
documentd expressed in wordsnd avr_\Wy is the

averagedocumentlength in the entire collection. The
value N is the total number oflocuments in the
collection,f; is the number of documents in whitdrm

t occurs,andfy ¢ is the frequency oftermt in either
document or queryg.

4. Information-theoretic
expansion

query

To automatically expand theuery we usedhe Rocchio
formula (Rocchio, 1971¢oupledwith an information-
theoretic term scoring function, similar to thpproach
described in(Carpineto etal., 1999). TheRocchio
formula for pseudo-relevance feedback is:

Q=0 *ig>r

rtR
where Qg is a weightederm vector forthe expanded
query, Q)rig is a weightederm vector forthe original

unexpanded query, R iss&t of topretrieved documents
(assumed to be relevant), anid a weightederm vector
extracted from R.

(4)

Using basic Rocchio, the weights of the terrostained

in Qorig andr are determinedonsideringtheir primary

weights, i.e., the weight afachterm asdetermined by
the weightingschemeused to producghe first pass
ranking. In our approach,c;ag was indeed theveighted

guery vector used inthe first pass ranking, i.e., as
determined byexpression (3), but then wased a
different method than expression (2) to weigtgach
expansion term containediinOur weighting wadased

on the Kullback-Lieber distance between the distribution
of the term in Randthe distribution of the term in the
whole collection. More preciselygachexpansionterm
was assigned a score given by:

scordt) = [PR(Y) - pc(t)] - log [PR() /pc®]  5)

where [ (t) is the probability of occurrence of tertrin

the set of documents X, Rdicatesthe pseudo-relevant
set, C indicates the whole collection. The main
rationale ofusing aterm-scoring functionbased on
distribution analysis to reweight expansion terms is
that in thisway a term that igood for agiven query
can receive &igh score even wheits weight in the
collection is low, whereaswith basic Rocchiothere
may be a mismatchinigetweenthe relevance of a term
to a givenquery andhe weight actuallyassigned to it
(Carpineto and Romano, 1999).

From a practical point of view, we considered as
expansion candidates all terms contained iraRjthen
selectedthose with the highest score. To estimate
px(t), we used the ratio between the number of

occurrences of in X, treated as &ong string,and the
total number of terms in X. The othgrarameters
involved in this methodwere chosen as follows. The
constanta andf in expression (1wereset to 1 and
1.5, respectively; we used 12 pseudo-relevant
documentsand 50expansion termsvere considered for
inclusion in theexpandedquery. The choice for the
values of thesparametersvasbased onearlier results
obtained in past TREC conferencesand on some
experiments that we performed on the TREC-7 data.

5. Refining query and document
weighting with term variance

Classical weightingschemeusually do not takento

accountthe variance (52) of term occurrence in the
collecction of documents. This may be wuseful
information to identify terms that trulglifferentiate and
relate subsets of document&enerally speaking, the
lower thevariance of aerm, the less likely it is that
the term is aggoodone. Common functionwords, for



instance are likely to exhibit a low variancebecause
they tend to occur insimilar proportions in all
documents. In order to compute tregiance of aerm,
we consideredhe whole set ofdocuments (including
those thatdid not contain that termpand used two
alternative methods to compute the term occurrence in
document: termfrequency (tf), and normalized term
frequency wrt document length (norm-tf).

We used the term variance to modify both tleeument
weights and the scoresused toweight the expansion
terms. Tochangethe documentweights, wesimply

multiplied expression (2) by Imgz. The modification
of the expansion terms weightquiredmore caution,

becausethe introduction ofc2 may interactwith the
information-theoretic measuraised to weight the

expansion terms in the first place. Recall that, using

expression (5), a term &ssigned digh score if it is
much moreconcentrated irthe topdocumentghan the
whole collection. This indication about tlgeodness of
a term may be inversely related to the tefamiance, in
the sense that a smathriancemay further imply that
the termappearsonly in the topdocumentswhile a

high variance may suggest that the behavior captured b

expression (5) will be more likelgttributed tochance.
This implies that the terms to be favoredédine query
weighting are those with smallvariance, rather than
high variance. In fact, experimenting with TREC-7, we
noticed that using 02 as a factorhurt performance,
while using itsinverse improved performanc&hus,
we modifiedthe weights of expansion terms by the

inverse of Iogrz.

It is useful to examine the relatidetweenc2 and the
idf factor (logN/df), becaus¢he latter is arelative

frequency measure ofthe same kind a@?, with a
similar goal: identifying terms that help distinguish the
documents to whichthey are assigned from the

remainder of the collection. One might think thoek is
directly related toidf (e.g., the higheidf, the higher

02), but it turns out that this is not tlase. Ahigh

value of idf will usually produce alow value of 2,
while a low value ofdf may beassociated to high as

well as to a low value ofo?, depending on the

distribution of terms in tha&locuments in which they
are contained. On the othleand, if weconsiderednly

the documents that contain the given term, the value o

02 would betotally independent othe value ofidf,
irrespective ofhow we chose to compute therm

occurrence. Irfact, 02 andidf are based on different

6. Results

In Table 1 we show theerformance offour different
documentrankings withexpandedjuery. The four runs
were characterized bhe following parameterstitle +
description, withoutvariance; title + description +
narrative, without variance; titte + description +

narrative, with o2; title + description + narrative,

with Uznorm_tf. In Table 1 we also show the results of

documentranking with unexpanded query used as a
baseline. The resultare reportedusing the standard
TREC performance evaluation measures.

Table 1 shows that the four rankingsth expanded
query hadbetter results tharunexpanded query for
virtually all evaluation measures, includirgecision
for the firstretrieveddocuments. Of the fouexpanded
runs, those using T+D+Nared consistently bettethan
the one with only T+D, with small, but not negligible,
differences.The introduction ofvariance inthe method
employing the full topicdescription was beneficial,
especially agar as averagprecision wasconcerned. In
{/)artlcular we obtalned the bemterageprecision result

—i.e., 0.3106 - usmg norm-tf

As mentioned before, weanted totest the hypothesis
that when using a better baseline retrieval the #faifb
unexpanded query to expanded queould increase the
relative performance improvement. While the
performance ofranking with unexpanded query in
TREC-8 was higher than double what it was in TREC-
7, the relativeperformanceimprovementafter query
expansion in TREC-8 was the same as TREC-7
(+14%). Thus, theelative performanceimprovement
due to expansion was not as high agpected. One
possible explanation fothis is thatwhen theinitial
retrieval is really good, itcan be hardly improved
further upon. Thereported results were obtained by
averaging over the whole set of topics; a topic by topic
analysis might help better understand when and why the
relative performance variatiorsse different.The second
main goal of our experiments was to test the
effectiveness ofthe use of termvariance in the
weighting scheme. Our resulfsovide some evidence
that it may be a promising directions, but of couttss
issue needs to be investigated more carefully.

*t is also useful tacomparethe overallperformance of
our system with that of the other official runs in the
Ad-hoc category.

Considering average precision as themeasure for

variables (number of occurrences versus binary value operformance comparison, our best runs for automatic ad

occurrence/non-occurrence)  andperform  different
statistical operations on those variabfeariance versus
mean). Therefore they seem to captuifeerent patterns
of data regularities and can be usedogether in a
comprehensive weighting scheme.

hoc (fub99tt)andfor automatic short ad hogub99td)
were ranked ashe eightandthe fourth bestsystem,
respectively. A query by query analysevealedthat we
achievedbetter than mdian performancéor 37 topics
in automatic ad hoc and for 40 topics in automatic short



ad hoc. In automatic ad hoc webtained the best
performanceesults for twotopics, in automatic short
ad hoc for fivetopics. Finally, itshould benoted that
the documentgetrieved byour best runscould not be

included in the document pool usedpmducethe topic
relevancefile by the TREC's assessors. Thubeir
performancemight have been bettethan actually
reported.

Table 1. Comparative performance of ranking with and without query expansion

unexp. exp. exp. exp. exp.
T+D+N  T+D  T+D+N T+D+N, 0%  T+D+N, 02nomm-tf

Run tag fub99td  fub99a fub99tf fub99tt
Ret&Rel 2938 3298 3262 3281 3299

AV Prec 0.2718 0.3064 0.3068 0.3099 0.3106
11 Point Prec 0.2978 0.3229 0.3245 0.3281 0.3285
R-Prec 0.3168 0.3366 0.3364 0.3398 0.3354
Prec at 5 0.5960 0.5760 0.6080 0.6040 0.6160
Prec at 10 0.4920 0.5100 0.5300 0.5260 0.5300

7. Conclusion

Our experiments show thatnformation-theoretic
gueryexpansion mayproduceexcellentresults, both
on a relativeand on anabsolute scale. lraddition,
they seem to imply that theelative performance
improvementdue to queryexpansiondoesnot grow
monotonically as the quality of thimitial baseline
retrievalimproves. Finally, they also suggest that it
may be useful to investigate the use of temriance
to refinethe weighting schemasmployed to weight
documents and queries.
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