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Abstract

In this paper, we describe a new hybrid algorithm that we used for the routing task at
TREC-8. The algorithm combines the use of Rocchio’s formula for term selection, and an
improved variant of the perceptron learning algorithm for tuning the term weights. This
algorithm is able to give good performance on TREC-8 test data. We also achieved a slight
improvement in average uninterpolated precision by using Dynamic Feedback Optimization
(DFO) as another weight tuning algorithm and combining the ranked list generated by DFO
with that of perceptron.

1 Introduction

DSO is a first-time participant in TREC. We only participated in the routing task at the TREC-8
filtering track.

Broadly speaking, there are two popular approaches to the routing task. The first approach uses the
Rocchio algorithm (Rocchio, 1971), and has its root in the information retrieval community. Recently,
a number of extensions have been made to this approach. These include the use of better document
representation (Singhal et al., 1996), better non-relevant document selection (Singhal et al., 1997),
and Dynamic Feedback Optimization (DFO) for weight tuning (Buckley and Salton, 1995). This
approach has yielded very good results and is used by a number of TREC participants, including
Cornell (Buckley et al., 1998), AT&T (Singhal, 1998), and NTT DATA (Nakajima et al., 1999).

The second approach treats the routing task as supervised learning from training data and has its root
in the traditional machine learning community. This approach is exemplified by the work of Xerox
(Schiitze et al., 1995; Hearst et al., 1996; Hull et al., 1997) in the context of the routing task in TREC,
as well as most of the past research on text categorization (Apte et al., 1994; Cohen and Singer, 1996;
Dagan et al., 1997; Lewis et al., 1996; Ng et al., 1997; Yang, 1999). In particular, our own previous
research on perceptron learning for text categorization (Ng et al., 1997)) falls under this approach.

A natural question arises as to which of these two approaches is better at the routing task. One may
wonder whether the success of the Rocchio formula is due to the selection of a good set of terms, or
due to the assignment of a good set of weights. Although the machine learning approach for text
categorization has reported good results, most of the work were only tested on the Reuters corpus
(Lewis, 1992) but not on TREC data sets. Xerox has reported good results in TREC-4 routing using
the machine learning approach (Hearst et al., 1996). However, their subsequent result at TREC-5
routing (Hull et al., 1997) was not as good as groups using the Rocchio approach. That this question
is still unresolved is evidenced by a recent paper (Schapire et al., 1998) which attempted to compare
the performance of the Rocchio approach with Adaboost, a recently developed learning algorithm
from the machine learning community.
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Figure 1: Training phase of our submitted run dso99rt1
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Figure 2: Test phase of our submitted run dso99rt1

In this paper, we present a new hybrid algorithm used at TREC-8 for the routing task that combines
these two approaches. We treat the generation of the profile for a topic as a two-step process: first
select a set of terms, and then assign appropriate weights to these selected terms. Owur algorithm
uses Rocchio’s formula to select the terms, but after the terms are chosen, the weights assigned by
Rocchio’s formula are discarded. It then reverts to the use of an improved variant of the perceptron
learning algorithm for tuning the weights of the selected terms. Our first submitted run dso99rt1 uses
this hybrid algorithm.

To further improve accuracy, our second submitted run dso99rt2 attempts to combine two weight
tuning algorithms, namely perceptron and Dynamic Feedback Optimization (DFO) (Buckley and
Salton, 1995). Both submitted runs start with an identical set of terms selected by Rocchio’s formula,
but each algorithm separately tunes the weights and two profiles are generated per topic. The final
ranked list of test documents is produced by merging the individual ranked lists of the two profiles.

2 The First Submitted Run: dso99rt1

For each topic, our routing algorithm learns a profile, which is a set of selected terms where each term
is assigned a numeric weight. A term can be a word or a phrase, where a phrase is defined as any two
consecutive words in a document that are both non-stop words. Once a profile is learned, it is used
to rank all test documents, using the dot product score.

Our first submitted run, dso99rt1, is generated by our new hybrid routing algorithm. This algorithm
consists of two parts: feature selection and weight tuning. Feature selection picks a set of terms using
Rocchio’s formula, whereas weight tuning is achieved by an improved variant of the perceptron learning
algorithm. The broad outline of the training and test phase of our method is shown in Figure 1 and
Figure 2, respectively.

Our algorithm also incorporates recent advances made in the area of document representation (Singhal,



1998; Singhal et al., 1996) and non-relevant document selection (Singhal, 1998; Singhal et al., 1997).

e Document representation: We used the document representation scheme employed in (Singhal,
1998). Each document or topic statement can be represented in ltu, Ltu, or Lnu form. These
document representation forms take into account the number of times a term appears in a doc-
ument, the number of documents in the training collection that contain the term, as well as a
document length normalization factor.

e Non-relevant document selection: For each TREC topic, there are many non-relevant documents
available for training. A non-relevant document may be one explicitly judged as non-relevant by
a human assessor, or it may be considered as non-relevant based on the “complete” judgment
assumption made in TREC. To be computationally tractable as well as to give high routing
accuracy, it is important to select only a good subset of non-relevant documents for training.
In our algorithm, there are two places where non-relevant document selection takes place. (1)
During feature selection using Rocchio’s formula, the non-relevant documents are selected using
the “query zone” method of (Singhal, 1998; Singhal et al., 1997). (2) In selecting the non-
relevant documents for perceptron learning to tune the weights, the top 7,000 non-relevant training
documents are chosen by explicitly using a learning algorithm (perceptron) to learn a classifier
to rank the potential non-relevant documents.

Our TREC-8 training document collection T consists of all TREC documents (minus the 1993 and
1994 Financial Times documents) that have been explicitly judged as relevant or non-relevant to any
of the topics 351-400. All documents are preprocessed where stop words and punctuation symbols are
removed, and the terms are stemmed using Porter’s algorithm.

In the remainder of this section, we describe the feature selection and the weight tuning components
of our algorithm.

2.1 Feature Selection

This component is the same as that used in (Singhal, 1998).

2.1.1 Non-relevant Document Selection

First, the topic statement is represented in ltu form. Then each training document in the training
document collection T is represented in Lnu form. Each training document is ranked by its dot product
score with the topic statement. Let R be the set of all documents judged to be relevant to a topic
7 by the human assessors. Then T'— R is the set of all potential non-relevant documents of topic .
All non-relevant documents in 7" — R that are ranked within the top 5,000 training documents by the
dot product score, as well as all relevant training documents R of a topic are selected for use in the
computation of Rocchio’s formula.

!We were not aware of the presence of the so-called “controlled language” fields in the Financial Times documents,
and so the contents of these fields are used.



2.1.2 Rocchio’s Formula

Each of the selected training documents is then represented in Ltu form. The topic statement is still
represented in ltu form. The following vector denoted by the Rocchio formula is then computed:

a X topic statement vector + B X average relevant vector — v X average nonrelevant vector

where average relevant (non-relevant) vector is the average vector of all the selected relevant (non-
relevant) training documents. In the resultant vector, we only consider the words or phrases that
are present in the topic statement, or the words that occur in at least 10% of the relevant training
documents, or the phrases that occur in at least 5% of the relevant training documents. We then select
the top 100 words and the top 20 phrases with the highest positive weights from the set of eligible
words and phrases in the resultant vector. We use the parameters o = 8, § = 64, and v = 64.

2.2 Weight Tuning Algorithm: Perceptron

Perceptron is the learning algorithm used in our past work on text categorization (Ng et al., 1997).
Given a set of terms as features, and a set of training documents represented as feature vectors using
the selected features, the perceptron algorithm can learn a set of weights that effectively discriminate
the relevant from the non-relevant documents.

2.2.1 Weight Tuning

The input to the perceptron algorithm is the set of 100 words and 20 phrases selected by Rocchio’s for-
mula. However, all the weights determined by Rocchio’s formula are discarded. Instead the perceptron
algorithm determined from scratch the best weights of the selected terms.

All relevant training documents of a topic are used by the perceptron algorithm. In addition, 15
copies of the topic statement are added to form 15 additional relevant training documents. A subset
Ny comprising the top 7,000 non-relevant training documents are selected and used by the perceptron
algorithm. The method of selecting these 7,000 non-relevant documents is described in the last part
of this section. The set of training documents is represented in Lnu form. The maximum number of
epochs that the perceptron algorithm iterates is 100.

We made two changes to the standard perceptron algorithm that resulted in significant improvement
to the average uninterpolated precision (AUP):

1. In the standard perceptron algorithm, the final weights chosen for the selected features are those
of the epoch at which the number of misclassified training documents (whether relevant or non-
relevant) is minimized. However, since the number of relevant training documents in TREC is
a lot less than the number of non-relevant training documents (7,000) we used, minimizing the
total number of misclassified training documents tends to neglect the relevant documents. We
have devised a metric to deal with the skewed distribution of relevant versus non-relevant training
documents. Let R (V) be the total number of relevant (non-relevant) training documents, and
let 7 (n) be the number of misclassified relevant (non-relevant) training documents at an epoch.
We choose the feature weights of the epoch at which the metric value /R + n/N is minimized.
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Figure 3: Selection of top 7,000 non-relevant training documents

2. Having settled on the epoch at which the weights are chosen, all terms with negative weights at
this epoch are discarded before forming the final profile. This is analogous to discarding terms in
the Rocchio formula with negative weights. In effect, the perceptron algorithm further prunes the
set of terms chosen by the Rocchio formula, in addition to setting the weights of the remaining
terms.

2.2.2 Non-relevant Document Selection

We are now left with describing the method of selecting the top 7,000 non-relevant documents to
complete the description of the submitted run dso99rt1.

In our own work, we also found that the choice of the non-relevant training documents has a significant
impact on the accuracy of the routing task, confirming the findings of (Singhal et al., 1997). However,
instead of using the dot product score with the topic statement to rank the potential non-relevant
training documents, we explicitly learned a classifier (using the perceptron algorithm) to rank the
potential non-relevant documents. The approach is outlined in Figure 3.

We start with the set of all relevant documents R of a topic 4, as well as the set Ny of all documents
that have been explicitly judged as non-relevant to topic ¢ by the human assessors. Given R and Ny,
we use the correlation metric of (Ng et al., 1997) to dynamically select a set of words as features.?
We first compute the correlation metric of any word which occurs more than 5 times in the relevant
training documents. The average correlation metric value of all words with positive metric values
is then computed. A word is selected as a feature if its correlation metric value is greater than the
average.

This set of chosen words, as well as the training documents R and Np, are used by the perceptron
algorithm to learn a profile. The maximum number of epochs that the perceptron algorithm iterates
is 300. The learned profile is then used to rank all potential non-relevant training documents T — R,
and the top 7,000 non-relevant training documents are selected to form the set Ny of non-relevant
documents mentioned earlier in this section.

2This metric has also been independently proposed by (Ballerini et al., 1997) for use in the routing task. The metric
is termed U-measure in their work.
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Figure 5: Test phase of our submitted run dso99rt2
3 The Second Submitted Run: dso99rt2

To further improve accuracy, our second submitted run dso99rt2 attempts to combine two weight
tuning algorithms, namely perceptron and Dynamic Feedback Optimization (DFO) (Buckley and
Salton, 1995). Both submitted runs start with an identical set of 100 words and 20 phrases selected
by Rocchio’s formula, but each algorithm separately tunes the weights and two profiles are generated
per topic. The final ranked list of test documents is produced by merging the individual ranked lists
of the two profiles. The broad outline of the training and test phase of our second submitted run
dso99rt2 is shown in Figure 4 and Figure 5, respectively.

3.1 Weight Tuning Algorithm: Dynamic Feedback Optimization

Dynamic Feedback Optimization (DFO) has been used in conjunction with Rocchio’s formula to tune
the weights of selected terms in the work of (Singhal, 1998). The DFO algorithm is described in detail
in (Buckley and Salton, 1995). The algorithm starts with the initial weights assigned by Rocchio’s
formula. It proceeds in three passes. In each pass k, the algorithm traverses the terms in ascending
order of their weights. For each term, its weight is increased by a factor Ry. If the new set of weights (in
which one term weight is increased by a factor of Ry) gives a higher AUP on the training documents,
the new set of weights is kept, else the original set is retained. We use the increment factor R; = 2.0,
Ry = 1.5, and R3 = 1.25.



3.2 Merging

All test documents are represented in Lnu form. Each of the two profiles generated by the two weight
tuning algorithms will be used to produce a separate ranked list of the top 1,000 documents per topic.
The rank of a test document is determined by the dot product score s assigned by a profile to the
document.

To generate a final ranked list of top 1,000 documents, all scores assigned by each profile have to be
normalized to range between 0 and 1. Let maz (min) be the maximum (minimum) score assigned by
a profile to the top 1,000 documents. Then the normalized score of a raw score s is (s —min)/(maz —
min). The final score of a test document is the average of the two normalized scores from the two
profiles. The final ranked list is then determined by the final score of the test documents.

4 Results

There were six groups of participants with a total of eleven submitted runs to the routing task at
TREC-8 (Each group can submit up to two runs). Our two submitted runs achieved the top two
scores among the eleven runs, as measured by the official metric of average uninterpolated precision
(AUP).

Our two submitted runs give very close performance. The AUP score of dso99rt1 is 45.1%, while that
of dso99rt2 is 46.2%. Thus, dso99rt2 is slightly better than dso99rt1, by 1.1% in AUP. Of the 48 topics
with at least one relevant test document, dso99rt2 achieves scores equal to or above the median for
46 of these 48 topics. Furthermore, the maximum scores of 15 topics were contributed by dso99rt2,
and the maximum scores of 11 additional topics were contributed by dso99rt1.

In addition, we have tested a variant of our hybrid algorithm on 4 past year TREC data sets (TREC-3,
TREC-5, TREC-6, and TREC-7), and the algorithm is able to achieve very competitive scores. Our
evaluation indicates that merging multiple weight tuning algorithms is able to improve the AUP score
in general.
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