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Abstract Techniquesfor query expansion from top
retrieveddocuments have been recentiged by many

groups at TREC, often on a purely empirical ground. |
this paper we present aovel method for ranking and

weighting expansion terms. The method&sed on the
concept of relative entropy, ¢tullback-Lieber distance,
developed innformation Theory, from which weerive

a computationally simpleand theoretically justified
formula to assigrscores tocandidateexpansion terms.

This method has been incorporated into a comprehensfe

prototype ranking systentested in thead hoctrack of
TREC-7. The system’soverall performance was
comparable to median performance OfREC-7
participants, wich iqquite good considerinthat we are
new to TREC and that wasedunsophisticated indexing
and weighting techniques. Mordocused experiments
showed that the wuse of aninformation-theoretic
component forguery expansion significantlymproved
mean retrieval effectiveness ovemexpanded query,
yielding performancegains as high as 14%for non
interpolated average precision), while a per-query
analysis suggestedthat queries that are neither too

difficult nor too easy can be more easily improved uporevaluating the retrieval

1. Introduction

information from the topretrieved documents(pseudo-
relevance feedback)”.

The growing interest in thigechniquecalls for abetter
understanding ofits foundations and a more careful
evaluation of its experimental design choices. The
primary concern here is to developvell founded
methodologies for rankingand weighing expansion
terms, becauseamnost of theapproacheghat have been
roposed leavesomething to bedesired in terms of
eoretical justification. Complementary, as virtually
any proposed approach tquery expansion relies on a
number of parameters, it isnportant to studywhich
factorsarecritical for good overall performanc&onna
Harman (Harmar®8), for instancepointedout that, in
the context of TREC, whilghere is generakystem
convergence osome of the manyarameters ofjuery
expansion needed for success, these still needttstae
by systems adopting these techniques.

Our participation in TREC-7, in thad-hoctrack, was
motivated by adesire to contribute to explorehese
issues. In particular, wevere primarily interested in
effectiveness of a novel
framework for query expansionbased on ideas from
Information Theory (Coverand Thomas, 1991).
Additionally, we were concernedvith evaluating the
effectiveness ofquery expansion from topretrieved

Automatic query expansion from top retrieved documentiocuments as the difficulty of the query varies.

is a well knownretrieval strategywith clear potentials
for addressindpoth thoreticalimitations of information
retrieval systems, such as the incapabilityremfovering

2. Using information-theoretic  “relative

from word mismatch between queries and documents, aadtropy” to select expansion terms

practical deficiencies related their usage iroperational
environments, such as the paucityuser-suppliedjuery

In order todiscriminate between gooelxpansion terms

terms. While these potentiatid not, historically,turn and poor expansion term it is convenient to assume that
into actual betteretrieval performancejue tolosses in the differencesbetweenthe distribution of terms in the
precision being higher than gains in recall, this is natverall documentollection and the distribution of the

the case in the TREC environment. The combination ehme terms in a set oflevant documentare related to
better initial retrieval and the collection characteristics afemantic factors. More precisely, we exp#wit good
TREC (longer and more numerous relevamocuments terms will occur with a higher frequency in relevant
than in the small test collections) makes thgproach documentghan in the whole collectiorandpoor terms
very successful (Buckley etl., 1995). According to will occur with the same frequency (randomly) in both.

Dr(:)rlljnas C'vzrrrgigiaH?/r;?gt]i’o%zgfr:’e>k<)ya-|r-1R'E C'r?e;ﬂ?isst al;.o implement the view that thalifference in the
group 9 P 8 9 distribution of terms will reveal their likely relevance, we



need well founded andpractical ways of comparingand KD can be rewritten as follows:
different distributions and assigning scores to tebased —

on such a comparison. Oapproach isbased on the KD(DC’DR) =K +K

relative entropy, orKullback-Leibler distance (KD), f(t) D
between two distributions And B.The relative entropy f(t) y

is customarily used to measure the extent of the error thet = Z % — Pt )509

we make by using A as a substitufer B. In our tv(R) (t) 0
application we do nothave a right distribution to O
approximate, thus it is more suitable to consider the sum _ 5pc(t) [l
of the difference between Aand B andthe difference K2 = %‘ opc(t) - pc(t)]log x [F
between Band A. Inthe query expansion setting, the tTR) pC() O
definition of this derived, symmetric distance becomes:

= A(0-1)logd
Let C be the set of all documents in the collection

Let V be the vocabulary of all the terms. As O = 1-y
Let tOV be a word.

Let R be the set of topetrieveddocuments relative to a 1-y-A 1-
auery. g i m(y)=max po()= Y~ log™ ¥
Let v(R) be the vocabulary of all the terms in R.

Let pc(t) be the probability of LIV estimatedusing the o 115y impose thatelectederms forquery refinement
whole collection. Let [ be the corresponding should respect the condition:

distribution.
Let ps(t) be the probability of testimated from the [] y f(t) D
corpus R. Let be the correspondingdistribution. f(t)
P R be ponding -pe(dog MR Ro>my). @
TheKullback-Leibler distance  between the  two C() 5
distributions . and L is given by: ] O
pR( YO In other words, condition (2) states that the contribution

[11) of anyselectederm to KD should begreaterthan the
pc(t) O contribution of every term not in v(R). As tleft-hand
side grows with y while the right-hand sidedecreases
The words to be considered for query refinement are thoséh vy, it is always possible téind avalue ofy > 0
that mostly contribute to KD. Irorder to take into  such that theselectederms forqueryrefinement do not
accountthe fact that it is possible that v(R)] V, a contain any element not in v(S). THiading does not
default probability isassumed for g(t) when tdoes not solve theparameteestimation problem but it supports

KD(Dc,Dy) = ngm po(®)] xlog 22

appear in v(R), leading to the following definition: using v(S) as an approximation of the setcafdidate
expansion terms. Agdoes not influence the ranking of
f(t) t Ov(R), the following score can be used for ranking:
B/ if tOv(R) f(t)
pr() =0 NR f(t) V
Bpc(t) otherwise 0=\~ PeOgloa MR (t) ©

with the first termsselectedfor query expansion. The
samescore caralso beusedfor weighting theselected
terms in theexpandedquery, in which casethe result
depends on the chosen valuey.of

For actual use in a retrievadystem, a number of
parameters must be chosen. Taspect isdealtwith in

f(t)=NR the next section.
P2

wheref(t) is the frequency of t in R and\NR is the
number of terms in R. This scheme, in princifietter
handles the sparsedata problem when R is not
sufficiently large.

Since:

3. Description of our complete ranking

the following relation must hold: methodology

y+30 ) pct)=y+o0A =1

R 1. Text segmentationOur system firstidentified the



individual termsoccurring in atext collection, ignoring 8. Weighting of expandedquery. Expressed in vector
punctuation and case. spacenotation, Qyp = Qunexp+ Smooth-Fn (Exp),

2. Word stemmingTo extract word-stem forms, weed Where ypcontains the expansion termeightedwith

a very largetrie-structured morphological lexicon for their normaliseds-score, and Smooth-Fn is a smoothing
English (Karp etal, 1992), that contains thstandard function. The normalization waserformed by dividing
inflections for nouns (singular, plural, singular genitivesach score bythe maximum score; the use of a
plural genitive), verbs (infinitivethird personsingular, smoothing function wadue tothe presence of a large
past tense, past participle, progressive foradjectives fraction of suggesteterms with very low scores. The
(base, comparative, superlative). unexpanded query was also normalizedttoy maximum

3. Stop wording We used astop list, contained in the possible weight.

CACM dataset, to delete from the texts common functi%n
(root) words. In addition, weemovedthe terms that ™
appeared inmore than 100,000and less than 3
documents.

Documentranking with expandedquery The final
documentranking wascomputed bytaking the inner
product (with cosine normalization)between the
document vectors and the expanded query vector.
4. Documentweighting We assignedveights to the
terms in each document by the classitialf scheme. The choice ofthe three parameters involved in our
o . . expansion method (number of pseudo relevant documents
5Weighting ofunexpanded queryTo weigh terms in R, number of expansion terms End smoothing
unexpanded query we used foaction (logtf)-idf, where function Smooth-Fn) wasbased on earlierresults
tfis the term frequency in the query aiddl is theinverse obtained in past TREC conferencesand on some
document frequency. preliminary experiments that we@erformed on the
TREC-6 data. Weselectedwo parameteccombinations,
=5, E=30,K=power 0.75) and (D=5, E=60,K=power
035), and computedthe two corresponding document
rankings (submitted as ruifub98a” and run “fub98b”,
respectively).

6. Document ranking with unexpandedquery We
computed an intermediate (or primary) document ranki
by taking the inneproduct (with cosine normalization)
betweenthe document vectorandthe unexpandedjuery
vector.

7. Expansionterm ranking We used aset of candidate
expansion terms the complete text of the firsteRieved
documents. Thecandidates were ranked bwsing
expression (3) withy=1, which amounts to restricting
the candidate set to the terms contained iari@,then the
first E of themwerechosen. To estimate-(t), we used

4. Computational efficiency

The whole system was implemented @ommon Lisp
and runs on a SUN-Ultra workstation. The time taken to
index the whole collection (several hours) and to
compute the primary ranking foeach query (several
the ratio between the frequency of t ina@dthe number seconds) was relatively large because I/O proceduees

of terms in C, analogously tosft); in order toestimate ot optimized. Nonetheless, the timeecessary to

pr(t) for the case when t Ov(R), we used a more performsolely queryexpansion was negligible. As the

sophisticated function than f(t)/NR, taking alsoto collection frequencies were stored ithe inverted file
accountthe likely degree ofrelevance ofthe documents Puilt from the set ofdocuments, the computation of

retrieved in the initial run: pc(t) was straightforward; to find g(t), through
expression (4), it was faster to perform one pass through
Zf(t) X score, the first retrieved documents. In fact, information-
@ theoretic query expansion is practical even for interactive

z f(t) x score, applications, provided that it is used in conjunction with
T Z— an efficient ranking system.

The argument made in Section 2 holds alsotlis new

estimation function. It is also worth noting that thg
system selects only those terms with a higrstimated
probability in the firstretrieveddocumentsthan in the

entire collection (i.e., such that the firstfactor in g oyr main goal was to evaluate the effectiveness of the
expression (3) isgreater than zero); in fact, in OUr jnformation-theoretic expansion stage, e@mpared the
experiments the top terms always met this condition. performance of document ranking withexpandedjuery

Performance of expanded query versus
unexpanded query



with that of the twodocumentrankings with expanded
guery.The resultsareshown in Figure land Table 1,

using the standard TREC performance evaluation
measures.
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Figure 1. Comparative performance of ranking with and without query expansion (interpolated recall-precision curve).

It turnedout that the two rankings witbxpanded query number of retrieved relevant documents, our (fub98a)

achievedvery similar retrieval effectivenessand that
both of them had better performance than ranking
without expansion at almost all evaluatipaints, with
one main exception at recall=0 in thmerpolatedrecall-
precision curve. In particular, when passirfgpm
unexpanded query to expanded-query-(e overall
number of relevantetrieved documentsincreased by
11.92%, averageprecision by 14.46%and R-precision
by 8.62%. Theperformancamprovement washerefore

achievedbetter thanmedian performancéor 17 topics,
median performance for 4 topiandworse tharmedian
performancefor 29 topics. For the othervaluation
measures, the behavior wasimilar. The overall
performance of ousystem waghereforerelatively good
on average, especially consideritigat we are new to
TREC, but it waglefinetely inferior tothat of the best

TREC systems. This implies that the utilization of the

guery expansion mechanism, while resulting maaked

apparently consistent iall of these tasks; in fact, the improvement over rankingith unexpandedjuery, was

benefit of our expansion scheme wasatistically
significant in all of these measures.

It is also useful tacomparethe overallperformance of

not sufficient alone tocompensate for the limited
effectiveness of the primary ranking scheme.

In fact, it is the combination dfeveral ingredientthat

our system with that of the other official runs in the Admakes systems successful at TREC. Gineent version

hoc category. For instance, withspect tothe the total

of our systemperforms very conservativetemming,



only uses singleword index terms, and employs an improved as a consequence of query expansibiie for
unsophisticated documentveighting function. By the latter query the bgokrformance of unexpandegery
contrast, the mostsuccessfulTREC systems (e.g., further decreased after query expansion.

Hawking et al., 1998; Walker et al, 199&Jopt specific To test the hypothesis mentioned above, we studied how
document weighting functions that have evolved over thbe retrieval effectiveness varies #se difficulty of a
years and best reflect the characteristics of the collectiaqyery changes, whetbe latter washaracterized by the
such as the the Cornell variant of the OKABM25 average precision of thaitial run relative to the given
weighting function (Singhal et al., 1995), andquery(the lower theaverageprecision, thegreater the
customarily perform some kind oflinguistic analysis difficulty). The resultsare shown in Figure 4.Each
during the indexing stage to betteandleambiguous or circle representsne of the 5Qqueries; ifthe circle is
misleadingwords inthe topic formulation, foiinstance above (below) the bisectingme, then theperformance
through the extraction of multiple-word concepts. Higlincreased (decreased) when we passed from unexpanded to
overall performance is thus the compound effect of mamxpandedquery. The query difficulty decreases as we
critical choices. move away from the origin.

Table 1. Comparative performance of ranking with and <,;;m> Number: 364

without query expansion (single-value evaluation <title> rabies

measures). o . ) .
<desc> Description: Identify documents discussing
cases where rabies have been confirmed and what, if
anything, is being done about it.

unexepanded expanded expanded o . -
query _ query(a) _queny(D) R e e may contain actons
; i ies y i i

Retrieved and 1928 2158 2155 taken to correct the problem.

Relevant

Average Prec. 0.1231 0.1409 0.1390

R-Prec 0.1694 0.1840 0.1818 Unexpanded Expanded Ouery

Prec. at 5 0.3880 0.3840 0.3840 Query

Prec. at 10 0.3380 0.3400 0.3400 (1)322 Eg?\:EISRMED é-;gg iﬁ:?\IIIEASL

Prec. at 15 0.3053 0.3187 0.3067 0268 IDENTIFY 0313 VACCINE

Prec. at 20 0.2830 0.2940 0.2830 0251 DOCUMENT 0311 CONFIRMED

Prec. at 30 0.2373 0.2573 0.2473 0.170 RELEVANT 0.268 IDENTIFY

0.165 CORRECT 0251 DOCUMENT

Prec. at 100 0.1404 0.1450  0.1416 0113 DISCUSS 0215 VACCINATION

Prec. at 200 0.0977 0.1064 0.1055 0.091 ACTION 0.185 HUBERT

Prec. at 500 0.0594 0.0664 0.0656 0.082 PROBLEM 0182 NASPHV

Prec. at 1000 0.0386 0.0432  0.0431 0.178 VETERINARIAN

0170 RELEVANT

0.165 CORRECT

0.136 RESTRICTION

0.130 VETERINARY

0.113 DISCUSS

0.102 APHIS

0.100 NONVETERINARIANS
0.097 VACCINATE

6. Performance of query expansion versus
query difficulty

BRBGREBREBO® OO MW

19 0.097 SAINT
The results shown in Tableviere averagedver the set 20 0095 ST
of queries. It is clear that any query expansion method 8-88‘11 ;'E*:'#IL(';N
this kind may behave very differentlglepending on the o3 0082 PROBLEM
quality of the initial retrieval run. In particular, one 24 0.075 STOLE
might expect that query expansion will work well if the? 8-8(733 SII-EF\EACCINATION
top retrieved documents are good and thaillt perform 57 0066 POST-EXPOSURE

badly if they are poor. For instance, we show in Figurzs 0.066 CENTURY

2 the very good expansion terms_ obtaineddfieery 364, 2 8:82;‘ BI'LS(;SI'SIX(T;'E

which had mostly relevanttop retrieveddocuments. By

contrast, we show in Figure 3 the poor expansion terms

generated for query 364, whitiadsome misleading top

retrieveddocuments concerning “Euro Disney”. In theFigure 2. Unexpanded and expanded weighted terms for
former casethe good original performance further TREC7 query 364




<num>Number: 378

<title> euro opposition

<desc> Description: Identify documents that discuss
opposition to the introduction of the euro, the European

currency.

<narr> Narrative: A relevant document should include
the countries or individuals who oppose the use of the
euro and the reason(s) for their opposition to its use.

Unexpanded Expanded Query

Query
1 1000 EURO 1625 EURO
2 0.536 OPPOSITION 0.536 OPPOSITION
3 0.380 DOCUMENT 0.380 DOCUMENT
4 0.263 INTRODUCTION 0.298 DISNEY
5 0.257 RELEVANT 0.263 INTRODUCTION
6 0.223 CURRENCY 0.257 RELEVANT
7 0.219 OPPOSE 0.223 CURRENCY
8 0.203 IDENTIFY 0.219 OPPOSE
9 0.174 INDIVIDUAL 0.203 IDENTIFY
10 0.171 DISCUSS 0.189 ENGINE
11 0.159 REASON 0.174 INDIVIDUAL
12 0.153 EUROPEAN 0.171 DISCUSS
13 0165 TRUCK
14 0.159 REASON
15 0158 GRAM
16 0.153 EUROPEAN
17 0.140 STANDARD
18 0.127 I
19 0.126  ARMSTRONG
20 0.121 IVECO-FORD
21 0.105 EXHAUST
2 0.100 PARTICULATES
23 0.095 VISITOR
24 0.090 ATTENDANCE
25 0081 EU
26 0.075 INJECTOR
27 0.074 PARIS
28 0.074 HALVE
29 0.073 LIKELY
30 0.072 FUEL

information for improvement, whilguerieswith high
initial precision can be hardly further improvagon; as

an indication to achieve further meamprovement, one
might develop selective policies for query expansion that
focus onqueriesthat are neither toodifficult nor too
easy.
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Figure 4. Improvement versus initial query difficulty

7. Current work

We arecurrently re-implementing the wholmdexing
stage, which was specificallgesigned toour own
weighting method, to test alternative methodsstore
documents and queries. In addition, we are
experimentally studying theffect that thethree main
parameters involved iqueryexpansion — namely, how
many top documents to use fomining terms, how

Figure 3. Unexpanded and expanded weighted terms formany terms to selecandhow to weight those terms —
TRECY query 378

These results are somewhat unexpected, becausleano
pattern seems to emerge. Tpeformancemprovement
doesnot monotonically grow with easiness qtiery;
indeed, if wesplit the X axis in intervaland compute
the average performance dahe queries within each
interval, then it is easy to see thmrformancevariation
is initially negative, asexpected,and then it starts
climbing until it reaches anaximum (initial precision
of 20-30%),after which it declinesandmay drop again
below zero. In fact, our experiment supports Wy
that querieswith low precision do notcarry useful

have on retrieval performance, considerihgir possible
interactions. Finally, aseveralother researchers have
recently reported significant improvement of performance
retrieval due tothe use of automatiguery expansion
techniques, especially for thEREC collection, it has
becomeimportant toevaluateand contrast competing
approaches on a more systematic basis. A firstistep
this somewhatoverlooked directionhas already been
taken elsewhere (Carpinetbal, submitted).
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