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Abstract

This paper describes the system we submitted
to the Live QA Track in TREC 2015 which fo-
cused on live question answering for real-user
questions. The real user questions extracted
from Yahoo! Answers will be sent to the par-
ticipant systems and the participants are re-
quired to provide an answer in real time (less
than one minute). To address this task, we
constructed a pipeline system which includes
four components, i.e., question expansion, an-
swer document retrieval, candidate answers s-
election and answer re-ranking. The purpose
of the last three components aims at identify-
ing accurate answers in a hierarchical manner.
Then the answers with less than 1, 000 charac-
ters are returned to the server in less than one
minute. Our system outperforms the averaged
scores of all submitted runs on a 4-level Likert
scale and ranks the 2th out of 14 teams.

1 Introduction

Open question answering (QA) has been a widely s-
tudied research problem in the past few years. The
state-of-the-art QA systems are usually implement-
ed in a pipeline architecture, consisting of sever-
al key components including question classification,
question expansion, answer retrieval, answer re-
ranking, etc. Most previous studies have focused on
factoid questions (e.g., Who, When, Where). Recent-
ly, with the development of community-based Web
sites such as Yahoo! Answer1 (YA) and WikiAn-
swers2, more researchers have concentrated on the
domain of Community-based Question Answering

1https://answers.yahoo.com/
2http://wiki.answers.com/

(CQA). The content of CQA is usually generated by
real users and there are more non-factoid questions
in CQA than in QA, which make it quite difficult to
get the right answer directly. One way to address this
problem is to find the similar questions from a large
CQA archives for each given question and then re-
gard the answer for the most similar question as the
answer for the original question.

The Live QA Track in TREC 2015 is a CQA-
based task, focusing on live question answering for
real user questions. These real user questions ex-
tracted from the stream of most recent questions
submitted on the YA site that have not yet been an-
swered by humans, will be sent to the participant
systems. Then the participant systems are required
to provide an answer with the support sources where
it is extracted and synthesized in real time (less than
one minute). The length of returned answer is limit-
ed to 1, 000 characters and will be manually judged
by TREC editors on a 4-level Likert scale. The ques-
tions are restricted to the following eight YA cat-
egories3, i.e., Arts & Humanities, Beauty & Style,
Computers & Internet, Health, Home & Garden,
Pets, Sports, and Travel. This Live QA Track has
several challenges. Firstly, the questions are gener-
ated by real users, resulting in various qualities of
questions. Secondly, the question body usually con-
tains long texts, which requires to a deep linguistic
analysis to extract the real purpose of each question.
Finally, a time-consuming complicated system is not
suitable due to the limitation of runtime.

Inspired by previous work on QA (Wang, 2006;
Kolomiyets and Moens, 2011) and CQA (Bernhard
and Gurevych, 2009; Surdeanu et al., 2011), in this

3https://answers.yahoo.com/dir/index
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Figure 1: The architecture of our proposed system.

work we propose a pipeline system, consisting of
four key components, i.e., question expansion (QE)
(e.g., expanding questions with relevant informa-
tion), answer document retrieval (ADR) (e.g., re-
trieving candidate documents which contain answer-
s to the given question), answer sentence selection
(ASS) (e.g., selecting answer sentences from the re-
trieved documents) and answer re-ranking (ARR)
(e.g., extracting deep semantic features and training
a supervised ranking model to rank answers). Ob-
viously, the last three components aim at identify-
ing accurate answers in a hierarchical manner. That
is, we first retrieve answer documents from exter-
nal Web resources, and then select out high relevant
answer sentences from documents in a shallow anal-
ysis and finally re-rank answers by using supervised
model based on deep semantic analysis.

The reminder of this paper is organized as fol-
lows. Section 2 overviews the whole architecture
of our system. Section 3 presents the experimental
results and discussion. Finally, Section 4 concludes
this work.

2 System Overview

Figure 1 shows the architecture of our proposed sys-
tem, which is composed of four key components,
i.e., question expansion (QE), answer document re-
trieval (ADR), answer sentence selection (ASS), and
answer re-ranking (ARR).

Given each input question, QE is to expand the
content of question in three distinct ways, i.e.,
adding synonyms, or hypernyms of question words
or the snippets returned by Search Engine (SE) in-
to question. The expanded question is treated as a
search query and submitted into a Web-based site
in the ADR component. Then a set of documents
which may contain the answers are returned from
different external Web resources. To select out the
high relevant sentences from large amount of re-
trieved answer documents, the ASS component is to
rank these sentences using a shallow semantic anal-
ysis (the product of source weighting score and ma-
jority voting score). Finally, in ARR component, the
selected top answer sentences are re-ranked by a su-
pervised model trained on a subset of Yahoo! Web-



Scope Dataset L64 based on deep semantic analysis.
We simply concatenated the top answers with a total
length less than 1, 000 characters as the best answer
and sent it back to the server in the final test stage.

Text preprocessing has been performed in al-
l components. The Stanford CoreNLP (Manning et
al., 2014) is used for sentence tokenization and part
of speech (POS) tagging. The Natural Language
Toolkit (NLTK)5 is utilized for WordNet (WN) based
stemming.

2.1 Question Expansion
Usually natural language questions can be expressed
in various ways. In order to enrich the informa-
tion of question, we present three methods to expand
question. The first is to add the synonyms of head
words in the question with the aid of WN, where the
head words are all nouns and verbs present in the
question. For convenience, we only used the synset
of the first main sense of each noun and verb. Fur-
thermore, in order to include the semantic abstrac-
tions of nouns in the question, the second method
is to add the hypernyms of all nouns in the ques-
tion. Different from the two methods which adopt
the WN, the third method expands the question with
the aid of Web page snippets returned by external
Search Engines (SE). This is based on the observa-
tion that the returned snippets from SE are usually
closely relevant to the search query. However, in
order to alleviate the influence of noise introduced
from snippets, we only chose the top N nouns from
snippets ranked by Jaccard coefficient. Finally, we
regarded the expanded question as a new query and
used this new query to search relevant documents in
the next component.

2.2 Answer Document Retrieval
Generally, if there is a large QA archive where each
question is attached a best answer, we may retrieve
the best answer from archive by finding the most
similar question with the original question. How-
ever, no such large QA archive or corpus is provided
by organizers. Neither is it possible for us to col-
lect a large scale of documents and to build our own
local corpus, which is labor intensive and time con-
suming. One possible solution is to make use of ex-

4http://webscope.sandbox.yahoo.com/catalog.php?datatype=l
5http://www.nltk.org/

isting external resources such as search engines or
QA web sites to retrieve answer documents.

In consideration of open domain of questions, we
resort to external Web resources, i.e., online QA We-
b sites and Search Engines, to retrieve answer doc-
uments. In this work, we used two QA Web sites,
i.e., Yahoo! Answer and Ask.Web and one search
engine, i.e. Bing, as external resources. The YA
Web site returns the list of most similar questions
with the given question and does not directly provide
correct answer. So we choose the top K (K = 9)
similar questions and take the best answers as can-
didate answer documents. Note if there is no best
answer provided to the related question, we selec-
t out the answer which is thumbed up by the most
users as the best answer. Unlike YA only providing
question list, the second QA site, i.e., Ask.web 6,
is a question answering-focused Web site, which re-
turns the answer snippets to the query question. The
third source is general SE. The expanded question-
s are submitted into SE as a search query and the
top N snippets returned by SE are regarded as can-
didate answer documents. In this work, we choose
Bing to perform Web search. To keep a balance be-
tween the coverage and relevance of retrieved result-
s, we choose the top N (N = 10) snippets as candi-
date documents both for Ask.web and Bing. Final-
ly, these 29 (K + 2N ) candidate answer documents
retrieved from three sources are combined together
and sent to the next component.

2.3 Answers Sentence Selection

Typically, these K+2N candidate answer documents
extracted from above ADR component still con-
tain a number of non-relevant sentences. There-
fore, the ASS component is to further prune out any
non-relevant sentences from candidate answer doc-
uments in a fast and simple way. To do this, we im-
plement a two-step method, i.e., candidate answers
generation, and candidate answers ranking.

For candidate answer documents retrieved from
different sources, we perform different processes to
generate candidate answers. Specifically, the docu-
ments returned from YA usually contain long texts,
so we first split the documents into sentences by
using NLTK toolkit and then choose the maximal

6http://www.ask.com/



continuous n sentences as candidate answers, where
the length of continuous n sentences are less than
250 characters. As for the documents returned from
Ask.web and Bing, we used these documents as can-
didate answers directly due to their short text length.

In the second step, we rank the candidate answers
using the product of a source weighting score and a
majority voting score. The two scores are proposed
based on our observations. The source weighting
score of candidate answer is to consider the impor-
tance of each source where it comes from. For ex-
ample, the candidate answers from YA have higher
quality than those from Ask.web and Bing because
the candidate answers returned from YA are the best
answers of related questions while the candidate an-
swers from Ask.web and Bing are only snippets of
related web pages. Besides, since Ask.web is a QA-
focused Web site and Bing is a general SE, the can-
didate answers from Ask.web are supposed to have
higher quality than those from Bing. Therefore, we
assign different source weights to the candidate an-
swers from YA, Ask.web, and Bing as of 1/2, 1/3
and 1/6 respectively. The majority voting score of
candidate answer is the average of word overlaps
(wo) between current candidate answer and candi-
date answers from different documents. To calcu-
late the word overlaps of candidate answer A1 and
candidate answer A2, a series of preprocessing pro-
cedures are performed, for example, stop words, re-
peated words and punctations are removed, all word-
s are converted to their lowercase and stemming are
adopted. After that, the word overlap of A1 and A2
is measured as |A1 ∩ A2|/max (|A1|, |A2|), where
|A1| and |A2| denote the number of words of A1 and
A2 respectively. Finally, we select the top 10 candi-
date answers with the ranking scores and sent them
to the next component.

2.4 Answer Re-ranking
To further identify the accurate answer, the AR-
R component is to re-rank the answers by evaluat-
ing how well they answer the given question. Un-
like the above ASS component which only adopt-
s a shallow analysis on answers, in this component
we build a supervised machine learning model to re-
rank the answers by deeply analyzing the relatedness
between answers and given questions. Four type
of features are employed, i.e., the word overlap be-

tween question and answer (Word Match Features),
the probability of question-to-answer transforma-
tions using a translation model (Translation Based
Features), the informativeness of answer (Answer
Informativeness Features), lexical semantic similar-
ity of question and answer (Lexical Semantic Simi-
larity Features). We remove the stop words and re-
peated words from question and answer before ex-
tracting these features. The details of these four
types of features are described as follows.

Word Match Feature (WM): This feature
records the proportions of co-occurred words be-
tween a given QA pair, which is calculated using five
measures: |Q ∩A|, |Q ∪A|/|Q|, |Q ∩A|/|A|, |A−
Q|/|A|, |Q−A|/|Q| , where |Q| and |A| denote the
number of the words of question Q and answer A.

Translation Based Feature (TB): The above
WM feature only considers the overlapped surface
words between Q and A and thus it may fail to
“bridge the lexical gap” between question and an-
swer. One possible solution is to regard this task as a
statistic machine translation problem between ques-
tion and answer by using the IBM Model 1(Brown
et al., 1993) to learn the word-to-word probabilities.
Following (Xue et al., 2008; Surdeanu et al., 2011),
we regarded P (Q|A), i.e., the translation probability
of question Q when given answer A, as a translation
based feature. The probabilities are calculated as:

P (Q|A) =
∏

w∈Q
P (w|A)

P (w|A) = (1− λ)Ptr(w|A) + λPml(w|C)

Pml(w|A) =
∑

a∈A
P (w|a)Pml(a|A)

where P (w|A) is the probability that the ques-
tion word w is generated from answer A, λ is s-
moothing parameter, C is a background collection.
Pml(w|C) is computed by maximum likelihood es-
timator. P (w|a) denotes the translation probability
from answer word a ∈ A to question word w. We
used GIZA++ Toolkit7 to compute the probability.

Answer Informativeness Feature (AI): The AI
feature measures the informativeness of a answer
text. Intuitively, we assume that the answer which
carries more information is more likely to be chosen

7http://www.statmt.org/moses/giza/GIZA++.html



as the best answer by users. We adopt the following
answer information measures:

Answer Length: Number of answer words.
Answer Head Words: Number of nouns,verbs and

adjectives in the answer.
Lexical Semantic Similarity Feature (LSS): In-

spired by (Yih et al., 2013), we include the lexical
semantic similarity features in our re-ranking mod-
el. We use the 300-dimensional version of word2vec
(Mikolov et al., 2013) vectors, which is trained
on part of Google News dataset (about 100 billion
words). There are two ways to calculate the LSS
features. One cosine similarity is calculated by sum-
ming up all word vectors in question and answer.
Another is to adopt averaged pairwise cosine simi-
larity between each word in question and answer.

To train a supervised ranking model for answer re-
raning, several algorithms have been experimented,
for example, ranking Perceptron (Shen and Joshi,
2005), SVM-rank (Joachims, 2006), etc. In con-
sideration of efficiency and timeliness of supervised
ranking algorithm, we adopt SVM-rank in our sys-
tem, which is an instance of structural SVM as a
family of Support Vector Machine algorithms that
model structured outputs-specifically tailored for
ranking problems.

3 Experiment

3.1 Datasets
There are two datasets used in our system training
experiments, i.e., Document Retrieval (DR) dataset
and Answer Re-ranking (AR) dataset. The former
is provided by the organizers and we use it to de-
velop the question expansion and answer documen-
t retrieval. The latter dataset is collected by our-
selves from a sample of Yahoo! WebScope Dataset
L6, which is used to build a supervised answer re-
ranking model.

Document Retrieval Dataset (DR): The DR
dataset is provided by the organizers including
1, 000 questions with given answers and we only
choose the questions which have the best answer in
YA site. Finally, we get 857 question-answer pairs
used for system configuration for question expan-
sion and answer document retrieval.

Answer Re-ranking Dataset (AR): The AR
dataset is constructed by ourselves, which is extract-

ed from a sample of Yahoo! WebScope Dataset L6
as a large collection of 4, 483, 032 question-answer
pairs. To construct our dataset, we implemented the
following filtering steps.

Step 1: We only selected questions-answers pairs
from eight categories mentioned in Section 1.

Step 2: To reduce the noise of questions and an-
swers, we heuristically kept the questions and
answers with at least five words.

Step 3: In order to meet the answer length require-
ment, we removed the answers which contain
more than 250 characters.

Finally, we obtained 150, 000 question-answer
pairs as our final AR dataset and 60% are used for
training, 20% for development, and 20% for test.

3.2 Evaluation Metrics
To evaluate the performance of our system, several
metrics are adopted.

The measure of performance of QE is embeded in
ADR component. To evaluate ADR performance,
we adopt the percentage of answered questions
which have word overlap values larger than a certain
value (e.g., 0.3, 0.4 and 0.5), where word overlap
is calculated between retrieved answers from Web-
based resources and the given best answers for each
query question, as formulated in section 2.3. We
treat ARR as a answer ranking problem and adopt
Mean Reciprocal Rank (MRR) and Re-ranking Pre-
cision@1 to evaluate it. The MRR is defined as the
average of the reciprocal ranks of the correct answer.
The Re-ranking Precision@1 is defined as the aver-
age Precision@1 over the questions set, where the
Precision@1 of a query is defined as 1 if the correct
answer is re-ranked into the first position, 0 other-
wise. For the final test of Live QA Track, the results
are judged by TREC editors firstly using 4-level s-
cale as follows:

4:Excellent a significant amount of useful informa-
tion and fully answers the question.

3:Good partially answers the question.

2:Fair marginally useful information.



Sources YA Ask.web Bing
Word Overlap 0.3 0.4 0.5 0.3 0.4 0.5 0.3 0.4 0.5

Raw 61.2 41.6 28.06 21.58 11.55 8.01 17.57 9.32 6.96
Synonyms 57.54 39.03 26.41 11.44 6.72 5.19 11.79 6.6 4.48
Hypernyms 57.42 38.8 26.06 18.16 9.67 7.08 12.45 7.07 4.83

Bing Snippets 50.47 34.78 23.82 15.8 8.25 5.78 9.08 4.72 2.83
Raw (YA+Ask+Bing) 68.04 45.99 31.13

Table 1: The percentage of answered questions from different sources with different word overlap levels of ADR com-
ponent on DR dataset, where Raw,Synonyms,Hypernyms and Bing Snippets are different question expansion methods.

1:Bad no useful information for the question.

Then several performance measures are built on
above 4-level scale as follows:

avg-score(0-3) averaged score over all queries
(transferring above 1-4 level scores to 0-3,
comparing 1-level score with no-answer score).

succ@i+ number of questions with i+ score (i=1..4)
divided by number of all questions.

prec@i+ number of questions with i+ score (i=2..4)
divided by number of answered only questions.

3.3 Preliminary Experiments

In order to determine the optimum system configu-
ration, we constructed preliminary experiments on
the datasets of DR and AR. We did not construct ex-
periments on ASS component individually because
of the simpleness of the component.

3.3.1 Answer Document Retrieval
To compare the impacts of question expansion

methods and the qualities of sources where answer
documents come from, we constructed this experi-
ment on DR dataset. Table 1 shows the percentage
of answered questions from different sources with
different word overlap levels (e.g., 0.3, 0.4 and 0.5)
in ADR component, where Raw represents only us-
ing the original question words as query, Synonyms,
Hypernyms and Bing Snippets represent the method-
s of using synonyms, hypernyms and bing snippets
to expand question. We also perform to search an-
swer documents by combining three sources with-
out question expansion (i.e., Raw (YA+Ask+Bing)).
From the results, we make the following three ob-
servations:

Feature sets MRR(%) P@1(%)
Random Baseline 36.85 15.08

WM Baseline 42.40 20.38
WM + TB 42.67 20.48

WM + TB + AI 44.41 23.02
WM + TB + AI + LSS 45.17 23.57

Table 2: Results of ARR component on test set of AR.

Components Runtime

QE
Synonyms 0.06
Hypernyms 0.05

Bing Snippets 3.22

ADR
YA 13.45

Ask.web 6.73
Bing 4.24

ASS 1.83
ARR 3.69
Total 33.39

Table 3: The runtime(s) per question of four components
on DR dataset.

(1) The answers from YA have higher quality than
those from Ask.web and Bing on all word overlap
levels.

(2) Although question expansion by synonyms,
hypernyms and Bing snippets has been shown a pro-
motion on information retrieval (Carpineto and Ro-
mano, 2012), it reduces the performance in our ex-
periments. The word ambiguity of synonyms and
hypernyms in questions and the noises introduced
by snippets may cause this phenomenon.

(3) The combination of three sources increase the
performance, but brings more unrelated answers.

3.3.2 Answer Re-ranking
In this experiment, we adopted SVM-rank with

c = 300, kernel = linear and the smoothing pa-
rameter λ = 0.3 for translation feature, where these
parameters are tuned by the experiment on develop-



No Run #Answered questions avg score (0-3) succ@2+ succ@3+ succ@4+
1 CMUOAQA 1064 1.081 0.532 0.359 0.190
2 ecnucs 994 0.677 0.367 0.224 0.086
3 NUDTMDP1 1041 0.670 0.353 0.210 0.107

avg 1007 0.467 0.262 0.146 0.060

Table 4: Results on TREC2015 Live QA test set.

ment set of AR dataset. Table 2 depicts the perfor-
mance of two baselines and our proposed re-ranking
model on test set of AR. The first baseline (Ran-
dom) sorts the answers by random scores. The sec-
ond baseline (WM) trains the model using just word
match features. From Table 2, we clearly found sev-
eral observations. Firstly, both AI and LSS features
significantly increase both P@1 and MRR perfor-
mance over two baselines. Since AI is a measure
of the informativeness of answer text, this indicates
that users trend to choose the answer with more in-
formation. Unlike the surface word match features
which only consider the surface form, the LSS fea-
tures integrate the context information and therefore
the word embeddings complement the surface word
match information. Secondly, the TB features do
not make as much contribution on performance im-
provement as we expected. The possible reason may
be that the question-answer alignment data contains
much noise and reduces the quality of word to word
translation probability.

3.3.3 Time Cost

Since there is a time limit required to return an-
swer, i.e., less than one minute for each question,
we also compared the runtime of four components
under our experimental environment (e.g., the com-
puter with Intel i7 CPU, 8GB Memory and on the
Science and Technology Network of our university).
Table 3 shows the runtime (second) per question of
four components on DR dataset. From the table, it
is interesting to find following observations. Firstly,
it takes about average 33.39 seconds per question to
return the answer in our system, which is acceptable.
Secondly, because of no need of any online source,
QE (Synonyms, Hypernyms) component and ASS
component take a short time to run. Inversely, for
ADR component, it takes the max proportion of time
to search related documents from Web sources. Fi-
nally, the ARR component does not take much time

to rank candidate answers and this owes to the prac-
tical efficiencies of pre-trained models.

3.4 System Configuration

Based on above experimental analysis, we built sys-
tem configuration as the following list:

(1) Except for the QE component, we used all the
other three components to build our whole system.

(2) For the ADR component, we used all three
Web sources because their combination achieved the
best.

(3) For ARR component, we adopted a SVM-rank
algorithm (kernel = linear, c = 300) and used
WM, TB, AI and LSS features to train the model.

3.5 Results on the test set of Live QA Track

In the final test stage, a test dataset with 1, 087 ques-
tions is provided. In above system configuration, we
perform the live QA procedure on given test dataset.

Table 4 shows the results of top 3 teams (our run
is ecnucs) and the averaged results (avg) official-
ly released by Live QA Track organizers in TREC
2015. From Table 4, we find the following obser-
vation. Firstly, our pipeline system outperforms the
averaged scores of all submitted runs with respect
to above four evaluation metrics. Secondly, in our
run the number of answered questions is much less
than the averaged value and other teams. Although
our system answered the given questions in time, 93
answers from our run has not been received by the
organizer due to the out of time of network. Third-
ly, the leading run, CMUOAQA from Carnegie Mel-
lon University, performed very well compared to our
run, according to all measures. However, the score
of all results are still by far less than the maximum
possible avgScore of 3.0. This is caused by the com-
plexity of the task and it is also a challenge for hu-
man beings.



4 Conclusion

In this paper, we proposed a pipeline system to ad-
dress Live QA Track of TREC 2015, i.e., QE, ADR,
ASS and ARR. Although we presented three meth-
ods including expansion of synonyms, hyperonyms
and Bing snippets to expand the question, they did
not perform as well in the experiment as in infor-
mation retrieval task. Thus our final system consists
of the last three components. In ADR component,
we retrieved answer documents from three different
sources (i.e., YA, Ask.web, and Bing). Then in AS-
S component we selected candidate answers from
the documents. After that we constructed a answer
re-ranker which extracts four types of features (i.e.,
WM, TB, AI, and LSS) and adopts SVM-rank algo-
rithm to train a supervised model. Finally, the top
answers returned by ARR component are concate-
nated as the best answer on the condition that the
total length of answers is less than 1, 000 characters.

For feature work, we focus on the using of ques-
tion context information to improve the performance
of ADR component and ARR component. Also we
will explore more features to improve re-ranking
performance.
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