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ABSTRACT 
This paper describes the details of our participation in the Web track of the TREC 
2010. Our approach collects information from the meta data and from some html 
tags of the web pages. Meta data is often used by the authors to describe the main 
topic or purpose of the webpage. Usually, the index words are collected from the 
visible data, but our method is preferable, when the webpage contains only 
multimedia data, such as images or animations; when the webpage contains only 
URL links or very little text data (e.g., home pages); when the webpage contains 
several different topics; when documents are repetitive; when we want to reduce 
the size of the inverted index; and when the weighting of a webpage depends on 
specific topics, not on word distribution. We indexed only selected sections of each 
webpage:  “URL”, “Title”, “Meta”, “Header”, and “Alt” fields. The “Header” field 
is the only visible text field that we used. 

 
1. INTRODUCTION 
Meta-data ranking is a new method used in web document retrieval. We present a 
system which adds a new leverage to a standard retrieval technique by using only 
meta-data in order to produce a fast web search engine. 

We built our system on the documents collection named Category B, which 
is a sub-part of ClueWeb10 collection. This was our first participation in the TREC 
Web Track. Our system focused on the ad-hoc task, while trying to also ensure 
diversity of the retrieved documents.  

The rest of this paper is organized as follows. In Section 2, we describe the 
collection processing for both indexing and ranking. In Section 3, we discuss our 



 

experimental results. Related work is discussed in Section 4. Finally, we conclude 
our method in Section 5.   
 
2. COLLECTION PROCESSING 
2.1 Indexing and querying ClueWeb10  
 
We present a new method for indexing the ClueWeb10 collection, with focus on 
meta-data. We used simple stemming and stop-word removal at the query time.  
However, we integrated the stemming step between queries and the indexed data 
by applying a simple strategy for adding singular to the words if there were any 
plurals. In addition, we used a stop-word list with 430 words1 to exclude stop-
words from queries. First, we used our system with the 50 provided training 
queries. We extracted meta data from web pages in order to build xml files. 
Finally, we integrated the ranking step between our approach for indexing and 
ranking meta data. We used the Apache Lucene.net library for enhancing our 
ranking and query processing2. In order to have more flexibility in developing our 
approach for future purposes and also for better performance, we built three index 
files: 

 Index containing meta data, in addition to URLs and TREC-ID of all pages 
from ClueWeb10 (Category B) collection, except those contained in the 
bundles named “enwpXX", 

 Index containing URLs, titles, TREC-IDs of all pages from the bundles 
named “enwpXX" (the Wikipedia pages). 

 Index at query time containing singular URL from each domain (site), 
including the pages from sub-domains. 

The reason why we used these three indexes is that the first index is for 
retrieving only one Wikipedia page for each query; whereas the second index is for 
retrieving as many documents as possible with high ranks. The third index, we 
aimed to use it for the diversity task, in which URLs are used to filter the results 
such by domain names. If there is more than one document from the same site or 
domain, we move it lower on the ranking list. 
 
 
 
 

                                                            
1 http://www.site.uottawa.ca/~diana/csi5180/StopWords 

2 http://lucene.apache.org/java/docs/index.html 



 

2.2 WIKIPEDIA COLLECTION RANKING 
 
Wikipedia is an online encyclopaedia that recently becomes one of the largest 
repositories of knowledge, with millions of articles available for a number of 
languages. English Wikipedia is a part of the ClueWeb10 (Category A & B) and 
represents a spam-free collection of web-pages with dedicated descriptions of 
around 3,500,000 concepts or articles. While it is not possible to find any article a 
user may ask for among of those described in Wikipedia, there is still a very high 
chance that most potentially popular queries can be answered by ranking articles 
described in this repository. The Wikipedia part of the ClueWeb10 is a collection 
of HTML pages; therefore it needs simple basic filtering in order to serve as a web 
repository. Since each article in Wikipedia covers one topic, we did not index the 
entire content of the documents. Our system indexed only the title sections. We 
also ignored non-article pages such as lists, files, disambiguation pages, category 
pages, etc. at indexing time. We used only the page retrieved with the highest rank 
for each query, in order to avoid the problem of duplicating documents in the 
answers, because sometimes Wikipedia uses different concepts to name the same 
article, for example (Airline  and Aircraft) or (Malware and Computer Virus).  
 
2.3 WEB COLLECTION RANKING 

 
Another possible source for finding relevant results for a particular query is 
ranking the main part of the ClueWeb10 web collection (excluding the Wikipedia 
articles). Basically, web pages are composed of different attributes. Each attribute 
is used for a specific purpose; for instance, some of them were used to archive the 
data or to help our search engine to distinguish to which category a page belongs 
to. Other attributes give simple descriptions for each web page. Our system 
assigned each attribute a specific weight, from the highest weight for URLs, down 
to the lowest weight for the Alt fields. In total, we used five attributes for indexing 
each web page: URL, Title, header (H1), keywords-description, and Alt. Our 
system used the following formula in order to rank a document regarding to a 
query: 
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 where n = number of attributes, except Alt. 

x = number of attributes in the document. 



 

y = number of words in the query. 

qt = parametric value: if the term t appears in the attribute Alt. 

zi = 1 , if the term appears in an attribute; 0 otherwise. 

pt = parametric index for the position of the term t in the query. 

igz  = weight for attribute i if the query term is available in that HTML tag 

c = complementary factor (0.22) 

 
For efficiency, we assigned 1 in the case of the existence of a term in any attribute, 
and we ignored using 0 values in the computation, in case the term was absent 
from the particular attribute. 
 
 
3 EXPERIMENTS AND RESULTS 

The documents from the Category B part of the collection are provided as HTML 
raw pages; therefore we pre-processed the dataset, page by page, as follows. We 
extracted the content of the fields WARC-TREC-ID, WARC-Target-URL, and 
some important attributes from HTML such as title, header H1, meta keywords, 
meta description, and alt tags, in order to generate XML files.  These HTML tags  
Were used in our module for indexing the documents. Then we used the Lucence 
library to enhance our document ranking. Stop-words were removed at query time.  

We submitted only one run, DFalah2010, as a first attempt. The results of 
our submission run are given in table 1 as assessed by the track organizers; we 
present the best result (for the query that obtained the best result) and the mean 
score of the 36 test queries, for MAP (Mean Average Precision), P@k (precision at 
top k result), as well as the other measures reported by the organizers. 
 We also present our results in comparison to the average over all the 88 runs 
submitted by all the participants, for the test queries (36). Our experimental results 
in comparison to the average of the TREC 2010 Web Track are shown in table 2. 
Table 3 compares the best results over the test queries. 

 

 



 

DFalah2010 MAP P@5 P@10 P@20 
Best 0.0465 0.6000 0.8000 0.5000 
Mean 0.0110 0.1556 0.1333 0.1194 
 
DFalah2010 MAP-IA αDCG@5 αDCG@10 αDCG@20 
Best 0.044597 0.593209 0.585290 0.668684 
Mean 0.008163 0.158280 0.178036 0.213085 

 

DFalah2010 αnDCG@5 αnDCG@10 αnDCG@20 
Best 0.751802 0.684204 0.672716 
Mean 0.190764 0.205070 0.243339 

 

DFalah2010 P-IA@5 P-IA@10 P-IA@20 
Best 0.333333 0.225000 0.150000 
Mean 0.071944 0.051296 0.044931 

Table 1: Results of our web track submissions 

 

Run-ID αnDCG@10 IA-P@10 

DFalah 0.205 0.051 

Average over 88 runs 0.213 0.083 

Table 2: Average mean results (88 runs/36 test queries) and our submission 

 

 

Run-ID αnDCG@10 IA-P@10 

DFalah 0.684 0.225 

The best of the 88 runs 0.586 0.302 

Table 3: The best results (36 test queries) and our submission 

 

 



 

 
 
4. RELATED WORK 
The system we presented and the underlying data discovery process uses meta data 
in order to select data from web pages.  Web pages have specific characteristics, 
compared to standard text documents, challenging methods that are not biased 
towards these characteristics (such as anchor text, link graph, meta-data, etc.). 
There is no agreement in the literatures on the best scheme for making use of 
anchor text. Early attempts exploited anchor texts to index the web pages where 
the links point, according tp Brin and Page (1998) [13], McBryan (1994) [14], and 
Fujita (2001) [15]. Singhal and Kaszkiel (2001) [16] could not observe any reliable 
improvement in retrieval effectiveness when using the anchor texts.  

Another characteristic of web documents to be considered is the document 
structure. The web documents have the title section and several levels of header 
sections (H, standing for headlines). From early web IR research, systems 
attempted to utilize this structure, but their importance was not clear, because using 
the structure did not result in enhancement in retrieval effectiveness in the topic 
relevance task (Amati & Carpineto, 2002; Savoy & Picard, 2001) [17]. However, 
more recent systems tend to use the title as a major document representative, 
especially in the named homepage finding task (Craswell & Hawking, 2003) [18].  

URL is another source of information for web retrieval. It was shown that its 
information could be valuable in the home page finding task (Fujita, 2002) [19]. 
However, it was not confirmed that it is helpful in the named page finding task, 
according to other researchers (Craswell & Hawking, 2003) [18]. URL structures 
also include features that can help in web topic classification (Baykan, Henzinger, 
Marian, and Weber, 2009) [5].  

Some studies proved that the index became fairly expensive to maintain and 
update frequently; therefore, meta data (title, anchor text, meta fields), and the 
texts in paragraph tags (between <p> and </p>) for ranking pages is preferable for 
indexing (Hodog Li, 2003) [20].  
 

 
5. CONCLUSIONS 
This paper describes the method and the experiments of our participation in ad-hoc 
and the diversity tasks in Web Track at TREC 2010. For these tasks, we used a 
new approach for indexing the important attributes on the documents, mostly 
contain non-visible data (meta data), except for web page titles. Additionally, we 
used a new model with the different weights for ranking the significant attributes in 
the documents that are completely different from the models described in the 



 

previous section. As first attempt, our system obtained acceptable results. Our 
system did not use spam filtering; therefore the fact that we retrieved spam 
documents in each result degraded our total results, in some cases.  

In future work, we will refine our model to include spam filtering and we 
will design a new approach to improve the efficiency of the web page ranking and 
the speed of the retrieval. 
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