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ABSTRACT

In this paper we describe Tokyo Institute of Technology’s at-
tempt at the TREC2007 question answering (QA) track. Keep-
ing the same theoretical QA model as for the TREC2006 task,
this year we once again focused on the factoid QA task, while
investigating a new method for sentence retrieval. We de-
viated from our earlier approach of using web data, and in-
stead relied solely on the supplied news wire and blog data.
Our factoid and list score fell significantly from last year,
while we achieved a higherother question score compared
to TREC2006, using sentence retrieval rather than last year’s
summarization method.

1. INTRODUCTION

In this paper we describe the application of our data-driven
and non-linguistic framework for the QA task of TREC2007.
Three runs were submitted for evaluation (asked07a,b,c).

As in TREC2005 [1] and TREC2006 [2], our focus was
on the factoid question task. We experimented with retrieving
sentences for answer extraction using an approach that was
successfully applied in Question Answering on speech tran-
scripts (QAst) [3], a pilot task at the Cross Language Evalua-
tion Forum (CLEF) evaluations 2007. In this approach, a lan-
guage model (LM) is generated for each sentence and these
models are combined with document LMs to take advantage
of contextual information. We ran experiments using both this
sentence retrieval technique and document retrieval, and fur-
ther combined sentence retrieval and document retrieval using
a method of system combination that has been found to be ro-
bust and effective at boosting overall system performance.

For the list task, an extension to the factoid QA system
was used, similar to what we did last year. For theother
question task we filtered sentences retrieved by our sentence
retrieval module, using two different methods.

As data sources we used the AQUAINT-2 and Blog06 col-
lections. This contrasts with our approach in earlier years,
where we relied solely on web data and then projected an-
swers into the AQUAINT-1 collection.

2. SENTENCE RETRIEVAL

This section explains the LM-based sentence retrieval method
presented in [4].

Language modeling for IR has gained in popularity over
the last decade since the approach was proposed [5]. Under
this approach a LM is estimated for each document. The doc-
uments are then ranked according to the conditional probabil-
ity P (Q|D), the probability of generating the queryQ given
the documentD.

A language model based approach to sentence retrieval
for QA is presented in [6]. Due to lack of data to train the
sentence specific LM, it is assumed that all words are inde-
pendent, hence unigrams are used:

P (Q|S) =

|Q|
∏

i=1

P (qi|S), (1)

whereqi is the ith query term in the queryQ = (q1...q|Q|)
composed of|Q| query terms.

Smoothing methods are normally employed with LMs to
avoid the problem of zero probabilities when one of the query
terms does not occur in the document. This is typically achie-
ved by redistributing probability mass from the document mo-
del to a background collection modelP (Q|B). We use abso-
lute discounting, where the probability of a query termq given
a sentenceS is calculated as:

P1(q|S) =
max{tf(q, S) − δ, 0}

l(S)

+
δ · h(S, δ)

l(S)
· P (q|B), (2)

wheretf(q, S) is the term frequency ofq in S, l(S) is the
length (number of words) ofS, δ is the discount parameter,
h(S, δ) is the count of how many unique words inS have
a term frequency higher thanδ, andP (q|B) is the unigram
probability of the query termq according to the background
collection model. Note that ifδ < 1 thenh(S, δ) is equal to
the number of unique words inS.



A problem with the model presented in [6] is that words
relevant to the sentence might not occur in the sentence itself,
but in the surrounding text. For example, for the question
Where was George Bush born?, the sentenceHe was born in
Connecticutin an article about George Bush should ideally
be assigned a high probability, despite the sentence missing
important query terms. To account for this, we train docu-
ment LMs,P1(q|D), in the same manner as forP1(q|S) in
Eq. (2), and perform a linear interpolation betweenP1(q|S)
andP1(q|D):

P2(q|S) = (1 − α) · P1(q|S) + α · P1(q|D), (3)

where0 ≤ α ≤ 1 is an interpolation parameter.

3. ANSWER EXTRACTION

For answer extraction we used the same framework as in
TREC2006 [2], described in detail in [7]. The explanation
below is largely re-produced from [8].

We model the most straightforward and obvious depen-
dence of the probability of an answerA depending on a ques-
tion Q:

P (A | Q) = P (A | W,X), (4)

whereA andQ are considered to be strings oflA wordsA =
a1, . . . , alA andlQ wordsQ = q1, . . . , qlQ , respectively. Here
W = w1, . . . , wlW represents a set of features describing the
“question-type” part ofQ such aswhen, why, how, etc. while
X = x1, . . . , xlX represents a set of features that describe the
“information-bearing” part ofQ i.e. what the question is actu-
ally about and what it refers to. For example, in the questions,
Where was Tom Cruise married?andWhen was Tom Cruise
married?, the information-bearing component is identical in
both cases whereas the question-type component is different.

Finding the best answer̂A involves a search over all avail-
able A for the one which maximizes the probability of the
above model i.e.,

Â = arg max
A

P (A | W,X). (5)

Given the correct probability distribution, this is guaran-
teed to give us the optimal answer in a maximum likelihood
sense. We don’t know this distribution and it is still difficult
to model but, using Bayes’ rule and making various simplify-
ing, modeling and conditional independence assumptions (as
described in detail in [7]) Equation (5) can be rearranged to
give

arg max
A

P (A | X)
︸ ︷︷ ︸

answer
retrieval

model

· P (W | A)
︸ ︷︷ ︸

answer
filter

model

. (6)

TheP (A | X) model is essentially a statistical language
model that models the probability of an answer sequenceA

given a set of information-bearing featuresX. We call this
model theanswer retrieval modeland do not examine it fur-
ther in this paper (see [7] for more details).

TheP (W | A) model matches a potential answerA with
features in the question-type setW . For example, it relates
place names withwhere-type questions. In general, there are
many valid and equiprobableA for a givenW so this compo-
nent can only re-rank candidate answers obtained by the re-
trieval model. We call this component theanswer filter model
and it is structured as follows.

The question-type feature setW = w1, . . . , wlW is con-
structed by extractingn-tuples (n = 1, 2, . . .) such asWhere,
In whatandWhen werefrom the input questionQ. A set of
|VW | = 2522 single-word features is extracted based on fre-
quency of occurrence in our collection of example questions.

Modeling the complex relationship betweenW andA di-
rectly is non-trivial. We therefore introduce an intermedi-
ate variable representing classes of example questions-and-
answers (q-and-a)ce for e = 1 . . . |CE | drawn from the set
CE . In order to construct these classes, given a setE of exam-
ple q-and-a, we then define a mapping functionf : E 7→ CE

which maps each example q-and-atj for j = 1 . . . |E| into a
particular classf(tj) = e. Thus each classce may be defined
as the union of all component q-and-a features from eachtj
satisfyingf(tj) = e. Finally, to facilitate modeling we say
thatW is conditionally independent ofce givenA so that

P (W | A) =

|CE |
∑

e=1

P (W | ce
W ) · P (ce

A | A), (7)

wherece
W andce

A refer respectively to the subsets of question-
type features and example answers for the classce.

Assuming conditional independence of the answer words
in classce givenA, and making the modeling assumption that
thejth answer wordae

j in the example classce is dependent
only on thejth answer word inA we obtain:

P (W | A) =

|CE |
∑

e=1

P (W | ce) ·

lAe
∏

j=1

P (ae
j | aj). (8)

Since our set of example q-and-a cannot be expected to
cover all the possible answers to questions that may be asked
we perform a similar operation to that above to give us the
following:

P (W | A) =

|CE |
∑

e=1

P (W | ce)

lAe
∏

j=1

|CA|
∑

k=1

P (ae
j | ck)P (ck | aj),

(9)
whereck is a concrete class in the set of|CA| answer classes
CA. The independence assumption leads to underestimating



System Data source Ret. model Filter model (factoid&list) Lev. dist. (other) Submitted run
asked07a AQUAINT-2+Blog06 Sent. ONE no yes
asked07b AQUAINT-2+Blog06 Doc. ONE yes yes
asked07c AQUAINT-2+Blog06 Sent.+Doc. ONE+TWO no yes

asked07i AQUAINT-2+Blog06 Doc. TWO - no

Table 1. Descriptions of systems developed for TREC2007 includingthe 3 submitted runsasked07a,b,c and the interme-
diate runasked07i that was not submitted for evaluation.

the probabilities of multi-word answers so we take the geo-
metric mean of the length of the answer (not shown in Equa-
tion (9)) and normalizeP (W | A) accordingly.

The model given by Equation (9) is referred to as model
ONE, while the model given by Equation (7) are referred to
as model TWO. Model TWO is described in detail in [9].

4. SYSTEM COMBINATION

For the runasked07c the answers for the factoid and list
tasks were generated through combination of multiple sys-
tems. Answer combination was performed by simply sum-
ming the inverse rank of an answera from each component
systems to generate a new score for the answer as follows:

score(a) =
∑

s

1

rs(a)
. (10)

For theother question task, no system combination was
performed.

5. EXPERIMENTAL WORK

Three different runs (asked07a,b,c) were submitted for
evaluation with characteristics given in Table 1.

Runasked07a used sentence retrieval and model ONE
for answer extraction. Runasked07b used document re-
trieval and model ONE for answer extraction. We executed an
intermediate runasked07i that used document retrieval and
model TWO for answer extraction. Runasked07c com-
bined asked07i with asked07a and asked07b using
system combination.

5.1. Data pre-processing, indexing and retrieval

This year we chose to use only the AQUAINT-2 and Blog06
collections as data sources, where all reference answers (for
questions with an answer) are drawn from. This contrasts
with our approach in TREC2005 and TREC2006, where all
answers were extracted from web data.

Raw text was extracted from the XML format of the AQU-
AINT-2 and Blog06 collections. This text was converted to
upper-case and cleaned using a series of regular expressions.
Moreover, the text was sentence segmented, using a rule-based

algorithm, to facilitate efficient sentence retrieval. Thepre-
processed documents were then indexed using the Xapian sea-
rch engine library1. A set of 41 stopwords was used during in-
dexing and retrieval. 1000 documents were retrieved for each
question, and used directly by the answer extraction module
in run asked07b andasked07i. In run asked07a the
sentences in these documents were re-ranked using the sen-
tence retrieval model described in Section 2.

Questions were cleaned in the same way as for documents.
If the target for a question did not appear character-for-chara-
cter in the question string, it was simply appended to the end
of the question string. Common question-type words, such
aswhen, why, how, etc. for factoid questions, andlist, name,
etc. for list questions, were removed. Forotherquestions, the
query terms used were the words describing the target in the
question file. Each question was treated independently of all
other questions.

5.2. Factoid question task

For system development this year we optimized performance
on earlier TREC evaluation questions. As in TREC2006, the
filter model was trained by using 288812 example q-and-a
from the Knowledge Master (KM) data2 plus q-and-a from
the TREC-8 to TREC-13 evaluations.

The most frequent 224000 words from the AQUAINT-
1 corpus, augmented with a large set of numbers, in total
819316 tokens were used to obtainCA for |CA| = 504 clus-
ters as described in [7].

5.3. List question task

This year once again no development was performed on list
questions. Our factoid QA system always outputs a list of
candidate answers ranked by their probabilities. The issuefor
the list task is therefore to determine how many of the top
answers to output so as to maximize the F-score. We chose
simply to output the top 10 answers of the answer extraction
module.

1http://www.xapian.org/
2http://www.greatauk.com/



Factoid task List Other Avg. per-
System Globally right Locally correct Unsupp. Inexact task task series score

asked07a 44 (12.2%) 3 (0.8%) 10 (2.8%) 14 (3.9%) 0.027 0.118 0.089
asked07b 44 (12.2%) 5 (1.4%) 9 (2.5%) 17 (4.7%) 0.028 0.115 0.089
asked07c 43 (11.9%) 4 (1.1%) 9 (2.5%) 20 (5.6%) 0.035 0.110 0.089

Table 2. Performance on the 3 tasks of the 3 submitted runs.

5.4. Other question task

This year we used our sentence retrieval module to answer
otherquestions. This differs from last year’s evaluation, where
we treated the answering ofotherquestions as a summariza-
tion task and employed a variation on a method used for speech
summarization for this purpose [10].

For this task we did two experiments. In the first ex-
periment we retrieved sentences using our sentence retrieval
model. The retrieved sentences, from which nuggets were to
be extracted, were first cleaned to remove words that are un-
likely to be required in a nugget but which occur frequently in
the data. Duplicate sentences were also removed. After that
we simply submitted the 10 highest ranking sentences.

Our second experiment was similar, but here we performed
a simple comparison using the minimum Levenshtein differ-
ence between each new sentence and those that had already
been selected. Sentences that were found to be too similar to
already chosen sentences, were discarded.

We used the results of the first experiment for runsask-
ed07a andasked07c, and the results of the second exper-
iment for runasked07b.

6. RESULTS AND DISCUSSION

The results for all 3 submitted runs on all 3 tasks are shown
in Table 2.

This year, as in previous evaluations, our focus was on
the factoid task. We were especially interested in comparing
our new sentence retrieval approach to document retrieval.
Our hope was that supplying the answer extraction module
with fewer sentences, ranked high by our sentence retrieval
module, would perform better than supplying it with a larger
amount of whole documents, consisting of more noisy data,
at the risk of lower recall and redundancy. Moreover, search-
ing for answers in a few sentences significantly reduces the
execution speed of the system.

The results show that retrieving 100 sentences for answer
extraction (runasked07a), performs nearly the same as re-
trieving 1000 documents (runasked07b). The amount of
questions with a globally right answer is 12.2% for both these
runs. When the other metrics are also included (locally cor-
rect, unsupported and inexact), the performance is slightly
worse for sentence retrieval than for document retrieval: 19.7%
vs. 20.6%. Manual inspection shows that for approximately

87% of the questions, a correct answer is contained in the
1000 documents retrieved for each question. For the 100 sen-
tences retrieved for each question, the corresponding number
is 67%.

For the list task, the performance is approximately the
same for both these runs.

Since our method of system combination had been found
to be robust and effective at boosting overall system perfor-
mance in previous evaluations, we hoped this would also be
the case when combining sentence retrieval and document
retrieval, as we did in runasked07c. Unfortunately the
percentage of globally right answers goes down slightly to
11.9%. However, by including all the metrics we achieve a
score of 21.1%, a higher score than in our other submitted
runs this year. The score for the list task is also higher with
this combination of models than in the two other runs.

For theotherquestions, it should be noted that the same
answers were submitted for runasked07a and runasked-
07c, thus the difference in score is due to human judgment.
Since runasked07b achieves a score betweenasked07a
andasked07c, we can conclude that using Levenshtein dif-
ference had no impact on performance.

For the factoid question task and the list question task, our
results were considerably lower than last year. In TREC2006
we got 25.1% of the factoid questions right. For the list task,
the best score was 0.074. We believe this decline in perfor-
mance is due to our decision not to use web data this year.
This meant there was less data redundancy and therefore fewer
examples of correct answers in the retrieved data, which af-
fected the performance of our statistical approach. Forother
questions, however, we achieve a significant improvement from
last year, when our best run yielded a score of 0.064. Thus
there is reason to believe that our sentence retrieval approach
is more suitable to this task than the summarization technique
previously employed.

7. CONCLUSION

In this paper we have given an overview of our methods and
results for the TREC2007 question answering evaluation. Our
primary focus was on the factoid task. This year’s scores were
significantly lower than in last year’s evaluation, where we
relied on web data. The sentence retrieval method employed
did not perform much different from document retrieval, but
speeded up the QA process significantly. However, using our



sentence retrieval approach on theother question task per-
formed significantly better than the summarization technique
employed last year.
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