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ABSTRACT 2. SENTENCE RETRIEVAL

In this paper we describe Tokyo Institute of Technologys at Ths section explains the LM-based sentence retrieval ogeth
tempt at the TREC2007 question answering (QA) track. KeeFﬂ)‘resented in [4].

ing the same theoretical QA model as for the TREC2006 task, Language modeling for IR has gained in popularity over

this year we once again focused on the factoid QA task, whilg,q |55t decade since the approach was proposed [5]. Under
investigating & new method for sentence retrieval. We degis approach a LM is estimated for each document. The doc-
viated from our earlier approach of using web data, and inyments are then ranked according to the conditional prébabi

stead relied solely on the supplied news wire and blog datz?.fy P(Q|D), the probability of generating the queygiven
Our factoid and list score fell significantly from last year, ne gocumenD.

while we achieved a highesther question score compared 5 |anguage model based approach to sentence retrieval
to TREC2006, using sentence retrieval rather than Iasts)/earfOr QA is presented in [6]. Due to lack of data to train the

summarization method. sentence specific LM, it is assumed that all words are inde-
pendent, hence unigrams are used:

1. INTRODUCTION @l
In this paper we describe the application of our data-driven PQIS) = H P(qi|S), 1)
and non-linguistic framework for the QA task of TREC2007. =1
Three runs were submitted for evaluatiasked07a, b, ¢).  \hereg; is theith query term in the querp) = (q1-q1q)
As in TREC2005 [1] and TREC2006 [2], our focus was composed ofQ| query terms.
sentences for answer extraction using an approach that wagoid the problem of zero probabilities when one of the query
successfully applied in Question Answering on speech trantsrms does not occur in the document. This is typically achie
scripts (QAst) [3], a pilot task at the Cross Language Evaluayeq by redistributing probability mass from the document mo
tion Forum (CLEF) evaluations 2007. In this approach, a lange| to a background collection modB{Q|B). We use abso-

guage model (LM) is generated for each sentence and thegge discounting, where the probability of a query tergiven
models are combined with document LMs to take advantagg sentence is calculated as:

of contextual information. We ran experiments using boik th

sentence retrieval technique and document retrieval, and f PuqlS) = max{tf(q,S) — 4,0}

ther combined sentence retrieval and document retrieirag us 1 1(S)

a method of system combination that has been found to be ro- - h(S,0)

bust and effective at boosting overall system performance. +W - P(q|B), 2)

For the list task, an extension to the factoid QA system
was used, similar to what we did last year. For tither  wheretf(q, S) is the term frequency of in S, i(S) is the
question task we filtered sentences retrieved by our semtenfength (number of words) aof, ¢ is the discount parameter,
retrieval module, using two different methods. h(S, ) is the count of how many unique words K have

As data sources we used the AQUAINT-2 and Blog06 col-a term frequency higher thah and P(¢|B) is the unigram
lections. This contrasts with our approach in earlier yearsprobability of the query terng according to the background
where we relied solely on web data and then projected areollection model. Note that i# < 1 thenh(S,J) is equal to
swers into the AQUAINT-1 collection. the number of unique words ifi.



A problem with the model presented in [6] is that wordsgiven a set of information-bearing featur&s We call this
relevant to the sentence might not occur in the sentendg itsemodel theanswer retrieval modednd do not examine it fur-
but in the surrounding text. For example, for the questiorther in this paper (see [7] for more details).
Where was George Bush borrile sentencele was born in The P(W | A) model matches a potential answémith
Connecticutin an article about George Bush should ideallyfeatures in the question-type 3ét. For example, it relates
be assigned a high probability, despite the sentence rgissimplace names witlvheretype questions. In general, there are
important query terms. To account for this, we train docu-many valid and equiprobablé for a givenW so this compo-
ment LMs, P; (¢|D), in the same manner as fé% (¢/S) in  nent can only re-rank candidate answers obtained by the re-
Eg. (2), and perform a linear interpolation betweRr{g|S)  trieval model. We call this component thaswer filter model
andP; (q|D): and it is structured as follows.

The question-type feature sBf = wy,...,w;, iS con-
P2(qS) = (1 —a)- Pi(qlS) +a-Pi(alD), () gprycted by extracting-tuples ¢ = 1,2, ...) such adVhere
where0 < a < 1is an interpolation parameter. In whatandWhen werdrom the input questiord). A set of

|[Viw| = 2522 single-word features is extracted based on fre-
quency of occurrence in our collection of example questions
Modeling the complex relationship betweBnand A di-

For answer extraction we used the same framework as inrectly is non-trivial. We therefore introduce an intermedi

TREC2006 [2], described in detail in [7]. The explanationate variable representing classes of example questiahs-an
below is largely re-produced from [8]. answers (g-and-a&). fore = 1...|Cg| dre_awn from the set
We model the most straightforward and obvious depen-CE' In order to construct these classes, given d@saftexam-

dence of the probability of an answérdepending on a ques- ple g-and-a, we then define a mapping functfon® — Cg

3. ANSWER EXTRACTION

tion Q: which maps each example g-and;&dor j = 1...|E|into a
particular clasgf(t;) = e. Thus each class may be defined
P(A| Q)= P(A| W, X), @) as _the_union of all component q-an(_j-a features_ from eéach
satisfying f(¢;) = e. Finally, to facilitate modeling we say
whereA and( are considered to be stringslofwordsA = thatW is conditionally independent of given A so that
ai,...,a;, andlg words@ = qi, . . ., qi,, respectively. Here
W =w,...,wy, represents a set of features describing the
“question-type” part of9 such asvhen why, how, etc. while ICk|
X =x1,..., 1, represents a set of features thatdescribe the ~ P(W | A) = Y P(W|[cfy) P(c5 | 4), (7)
e=1

“information-bearing” part of) i.e. what the question is actu-
ally about and what it refers to. For example, in the question
Where was Tom Cruise marriedthdWhen was Tom Cruise
married?, the information-bearing component is identical intype features and example answers for the alass

both cases whereas the question-type component is differen Assuml_ng conditional mdependence .Of the answer words
Finding the best answet involves a search over all avail- in classc, given.4, and making the modeling assumption that

able A for the one which maximizes the probability of the the jth ansvyer words in the_ example cl_asg is dependent
above model i.e. only on thejth answer word i we obtain:

wherecy;, andc$ refer respectively to the subsets of question-

A =argmax P(A | W, X). (5) |CE| Lae
A e
Given the correct probability distribution, this is guaran P(WA)= z; P(W | c)- 1_[1 P(aj | a5). (8)
o= j=

teed to give us the optimal answer in a maximum likelihood

sense. We don't know this distribution and it is still difficu Since our set of example g-and-a cannot be expected to

to model but, using Bayes’ rule and making various simplify-cqyer gl the possible answers to questions that may be asked
ing, modeling and conditional independence assumpti®s (§ye perform a similar operation to that above to give us the
described in detail in [7]) Equation (5) can be rearranged t‘?ollowing:

give
arg max PA|X)-P(W|A). (6) ICr| Lac |Cal
answer answer P(W | A) = Z P(W | Ce) H Z P(a§ | Ck)P(ck | aj)’
retrieval filter e=1 j=1 k=1
model model 9)

The P(A | X) model is essentially a statistical languagewherec, is a concrete class in the set|6f4| answer classes
model that models the probability of an answer sequefice C4. The independence assumption leads to underestimating



System Data source Ret. model| Filter model (factoid&list) | Lev. dist. (other)| Submitted run
askedO7a || AQUAINT-2+Blog06 Sent. ONE no yes
asked07b || AQUAINT-2+Blog06 Doc. ONE yes yes
asked07c || AQUAINT-2+Blog06 | Sent.+Doc. ONE+TWO no yes

| asked07i || AQUAINT-2+Blog06 | Doc. | TWO \ - \ no |

Table 1. Descriptions of systems developed for TREC2007 includlimg3 submitted runasked07a, b, ¢ and the interme-
diate runasked07i that was not submitted for evaluation.

the probabilities of multi-word answers so we take the geoalgorithm, to facilitate efficient sentence retrieval. Tpre-
metric mean of the length of the answer (not shown in Equaprocessed documents were then indexed using the Xapian sea-
tion (9)) and normalizé’(W | A) accordingly. rch engine library. A set of 41 stopwords was used during in-

The model given by Equation (9) is referred to as modeblexing and retrieval. 1000 documents were retrieved fan eac
ONE, while the model given by Equation (7) are referred toquestion, and used directly by the answer extraction module
as model TWO. Model TWO is described in detail in [9]. in runasked07b andaskedO7i . In runaskedO7a the
sentences in these documents were re-ranked using the sen-
tence retrieval model described in Section 2.

Questions were cleaned in the same way as for documents.
For the runasked07c the answers for the factoid and list If the target for a question did not appear character-farah
tasks were generated through combination of multiple syscter in the question string, it was simply appended to the end
tems. Answer combination was performed by simply sumof the question string. Common question-type words, such
ming the inverse rank of an answerfrom each component aswhen why, how, etc. for factoid questions, aridt, name

systems to generate a new score for the answer as follows: €tc. for list questions, were removed. Fdherquestions, the
query terms used were the words describing the target in the

score(a) = Z L. (10) question filg. Each question was treated independentlyl of al
rs(a) other questions.

For theother question task, no system combination was
performed.

4. SYSTEM COMBINATION

5.2. Factoid question task

5. EXPERIMENTAL WORK For system development this year we optimized performance
on earlier TREC evaluation questions. As in TREC2006, the
Three different runsgsked07a, b, c) were submitted for filter model was trained by using 288812 example g-and-a

evaluation with characteristics given in Table 1. from the Knowledge Master (KM) datgplus g-and-a from
Runasked07a used sentence retrieval and model ONEthe TREC-8 to TREC-13 evaluations.
for answer extraction. Ruasked07b used document re- The most frequent 224000 words from the AQUAINT-

trieval and model ONE for answer extraction. We executed an corpus, augmented with a large set of numbers, in total
intermediate ruasked07i that used document retrieval and 819316 tokens were used to obt&in for |C 4| = 504 clus-
model TWO for answer extraction. Rursked07¢c com-  ters as described in [7].

binedasked07i with asked07a andaskedO07b using

system combination.

5.3. List question task

5.1. Data pre-processing, indexing and retrieval
This year once again no development was performed on list

This year we chose to use only the AQUAINT-2 and Blog06questions. Our factoid QA system always outputs a list of
collections as data sources, where all reference answeers (fcandidate answers ranked by their probabilities. The ifsue
questions with an answer) are drawn from. This contrastge |ist task is therefore to determine how many of the top
with our approach in TREC2005 and TREC2006, where alhnswers to output so as to maximize the F-score. We chose

answers were extracted from web data. simply to output the top 10 answers of the answer extraction
Raw text was extracted from the XML format of the AQU- module.

AINT-2 and Blog06 collections. This text was converted to
upper-case and cleaned using a series of regular expression it ¢ p: / / waw. xapi an. or g/
Moreover, the text was sentence segmented, using a rubetbas 2htt p: // www. gr eat auk. coml




Factoid task List || Other| Avg. per-
System Globally right | Locally correct| Unsupp. | Inexact task || task | series score
asked07a 44 (12.2%) 3(0.8%) 10 (2.8%) | 14 (3.9%) || 0.027 || 0.118 0.089
asked07b 44 (12.2%) 5 (1.4%) 9(2.5%) | 17 (4.7%)| 0.028 || 0.115 0.089
askedO7c 43 (11.9%) 4 (1.1%) 9 (2.5%) | 20 (5.6%) | 0.035| 0.110 0.089

Table 2. Performance on the 3 tasks of the 3 submitted runs.

5.4. Other question task 87% of the questions, a correct answer is contained in the

1000 documents retrieved for each question. For the 100 sen-

This year we used_ our sentence retrieval module_ 10 aNSWEL o retrieved for each guestion, the corresponding eumb
otherquestions. This differs from last year’s evaluation, wher<-?S 67%

we treated the answering otherquestions as a summariza- For the list task, the performance is approximately the
tion task and employed a variation on a method used for spee&;}ne for both these runs

summanz.atlon for this purpose [1O]j , Since our method of system combination had been found

For this task we did two experiments. In the first ex-y, 1o 1opyst and effective at boosting overall system perfor
periment we ret_rleved sentences using our sentence mtrle\fnance in previous evaluations, we hoped this would also be
model. The retrieved sentences, from which nuggets were {§e cage when combining sentence retrieval and document
be extracted, were first cleaned to remove words that are URatrieval. as we did in rurmsked07c Unfortunately the

likely to be rquired in a nugget but which occur frequently i percentage of globally right answers goes down slightly to
the data. Duplicate sentences were also removed. After th:ﬁ_g%_ However, by including all the metrics we achieve a

we simply submitted the 10 highest ranking sentences.  go4re of 21.1%, a higher score than in our other submitted
Our second experiment was similar, but here we performeg s ihis year. The score for the list task is also higher with

a simple comparison using the minimum Levenshtein dlffera[his combination of models than in the two other runs.

ence between each new sentence and those that had alreadyp, theother questions, it should be noted that the same

been selected. Sentences that were found to be too similar Idswers were submitted for rasked07a and rurasked-

already chosen sentences, were discarded. 07c, thus the difference in score is due to human judgment.

We used the results of the first experiment for raB&-  gjnce runasked07b achieves a score betweasked07a
ed07a andasked07c, and the results of the second exper-n4asked07c, we can conclude that using Levenshtein dif-
iment for runasked07b. ference had no impact on performance.

For the factoid question task and the list question task, our
6. RESULTSAND DISCUSSION results were considerably lower than last year. In TREC2006

we got 25.1% of the factoid questions right. For the list fask

The results for all 3 submitted runs on all 3 tasks are showthe best score was 0.074. We believe this decline in perfor-
in Table 2. mance is due to our decision not to use web data this year.

This year, as in previous evaluations, our focus was of his meant there was less data redundancy and therefore fewe
the factoid task. We were especially interested in comgarinexamples of correct answers in the retrieved data, which af-
our new sentence retrieval approach to document retrievafiected the performance of our statistical approach. dtioer
Our hope was that supplying the answer extraction modulguestions, however, we achieve a significantimprovement fr
with fewer sentences, ranked high by our sentence retrievédst year, when our best run yielded a score of 0.064. Thus
module, would perform better than supplying it with a largerthere is reason to believe that our sentence retrieval appro
amount of whole documents, consisting of more noisy datas more suitable to this task than the summarization tectaniq
at the risk of lower recall and redundancy. Moreover, searchpreviously employed.
ing for answers in a few sentences significantly reduces the
execution speed of the system. 7. CONCLUSION

The results show that retrieving 100 sentences for answer
extraction (rurasked07a), performs nearly the same as re- In this paper we have given an overview of our methods and
trieving 1000 documents (ruasked07b). The amount of results for the TREC2007 question answering evaluatiom. Ou
questions with a globally right answer is 12.2% for both éhes primary focus was on the factoid task. This year’s scoregwer
runs. When the other metrics are also included (locally corsignificantly lower than in last year's evaluation, where we
rect, unsupported and inexact), the performance is sjightlrelied on web data. The sentence retrieval method employed
worse for sentence retrieval than for document retriev@l7% did not perform much different from document retrieval, but
vs. 20.6%. Manual inspection shows that for approximatelhspeeded up the QA process significantly. However, using our



sentence retrieval approach on thiher question task per-
formed significantly better than the summarization techeiq
employed last year.
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