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Abstract. The Robert Gordon University (RGU) participated in the Opinion Re-
trieval Task of the Trec 2007 Blog Track. At the core of the system we developed
is a set of training documents labeled with respect to opinion. These documents
are used to train a classifier in order to classify the documents that are relevant to
the given Trec topics. However, a major limitation with these training documents
is that they are not always generic enough to serve as good training examples
for all the 50 Trec topics. We therefore propose a solution that generalizes their
content by exploiting the context of opinion related language constructs such as
adjectives, verbs, and adverbs. Our system significantly improves over RGU’s
previous Blog Track systems.

1 Introduction

The simplicity of Internet publishing has resulted in individuals postings up their tho-
ughts in a variety of different forms in an almost uncontrollable manner. Furthermore,
many of these postings remain largely unmonitored. One particular publishing form of
interest is Blogs (short for Web-log). Blogs have been claimed to be the latest form of
self expression and it has been noted that they are rapidly changing the face of the Web.

The key aspect of Blogs that makes them attractive is that they are mainly authored
by independent individuals, with the sole purpose of makingtheir opinions known to
the world. Consequently, Blogs are highly rich in opinion and are often in sync with
current affairs. This factor makes them quite useful to industries such as marketing or
the media where direct feedback is an invaluable resource.

The collection used in both the 2006 and 2007 Blog Tracks [4] consists of over a
three million blog posts collected over 77 days. It was meantto be a realistic snapshot of
the blogosphere and hence offers an excellent test-bed for Blog analysis research. This
study addresses the opinion retrieval task of the 2007 Blog Track [5]. This task was first
introduced in Trec 2006. It basically involves retrieving opinionated documents that are
relevant to each of the 50 predefined Trec topics regardless of their opinion orientation.
Each retrieved document should, however, be assigned to a real-valuedopinion score in
the range of[0 . . . 1], where 0 signifies a neutral opinion, whereas 1 signifies an extreme
opinion that could be either positive or negative.
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Fig. 1. An Overview of the Opinion Retrieval System.

The idea we present to address this task is composed of two phases that draw from
both Natural Language Processing (NLP) and Information Retrieval (IR). Our technique
basically exploits the context of opinion related languageconstructs, such as adjectives
verbs and adverbs, to identify and rank opinionated texts within the collection. These
language constructs were chosen primarily because they arecommonly associated with
opinion rich contexts. For instance, an adjective such as “great” would typically occur
within contexts such as “great player,” or “great disaster.”

In the first phase of the procedure, Part-of-Speech (PoS) tags are assigned to the
words (features) contained in a set of training documents that are labeled with respect
to opinion. These documents are then pruned such that only a set of selected words,
along with their respective contexts, are retained. Propernouns are also omitted as they
tend to be domain specific [9]. This results in a corpus with a high precision of opinion
rich phrases that are relatively domain independent. The documents of the resultant
corpus are then mapped onto a vector space [8] after which a regression based Support
Vector Machine (SVM) [3] is trained on the resultant document vectors.

In the second and last phase, a Lucene search engine is used toretrieve all docu-
ments, from the Trec Blog collection, that are relevant to the current topic of interest.
The regression based SVM is then used to assign each of these documents to an opinion
score, and this completes a single Trec run.

The remainder of this paper is organized as follows. Section2 describes the two
phase procedure in more detail. The Implementation specifications are then presented
in Section 3. Finally, the Conclusions and Future Work appear in Section 4.

2 The Opinion Retrieval System

A complete overview of our opinion retrieval system has beenillustrated in Fig. 1. A
crucial resource for this system is the background set of training documents that are



labeled with respect to opinion. Each of these labels assumes a value in the ordered set
{c1, . . . , cn}, wherec1 < cn andc1, cn respectively represent an extreme negative and
positive opinion.

These training documents offer a good estimate of the structure and content of opin-
ion rich texts. However, one limitation with them is that they may not be general enough
to suffice as good document examples for each of the 50 Trec topics. To tackle this
problem, we applied a procedure that retains the relevant contexts of language con-
structs such as adjectives verbs and adverbs. The hypothesis behind this is based on the
fact that these constructs act as the transmitters, rather than the objects, of an opinion.
Consequently, they would be used in much the same way across various domains. This
type of pruning would therefore generalize the opinions expressed within the training
documents.

To retain the relevant contexts, we first applied PoS tags to the text within the train-
ing documents by using the RASP PoS tagger [1]. We then retained a context of 10
words on either side of each word that was tagged as an adjective, verb, or adverb i.e:
JJT, JJ, JJR, VV0, RR, RG, RGA, RGR1. We, however, did not retain any singular
or plural proper nouns (NP, NP1, NP2) as these tend to be domain specific [9]. Once
the training documents were pruned, we then mapped them ontoa vector space whose
dimensions, or features, were determined by the Information Gain measure [10]. A re-
gression based SVM was then trained on the resultant document vectors.

Finally, given a list of documents from the Trec Blog Corpus that are relevant to a
Trec topic, the regression based SVM was used to assign theith document in this list to
a scoreqi that assumes a real-value in the range[c1 . . . cn]. Note, however, that the Trec
rules require that the scoreqi be mapped onto the range of[0 . . . 1], where 0 signifies a
neutral opinion, whereas 1 signifies an extreme opinion thatcould be either positive or
negative. In order to accomplish this, we mapped the score ofthe ith document to the
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which satisfies the Trec requirement.

3 Implementation

In order to prepare the Trec Blog collection, we first extracted the text from the initial
HTML format discarding all tokens that contained non-printable characters. We then
preprocessed it using the sequence of tokenization, conversion to lowercase, stemming
and stopword removal (The 50 Trec topics also went through the same preprocessing
steps). We finally indexed the resultant collection, containing 2,466,650 documents,
using the Lucene2 search engine. This entire procedure lasted 46 continuous days on
standard hardware running on a Ubuntu Linux platform.

The second task was to prepare the opinionated training datasets. These were four
in number namely: The Edmunds dataset [6] with classes{1, . . . , 26}, the Rateitall
dataset [2] with classes{1, . . . , 5}, the Scale dataset [7] with classes{1, . . . , 8}, and
the documents that constituted the results of the Trec 2006 polarity task which had

1 See the CLAWS2 Tagset: http://www.comp.lancs.ac.uk/ucrel/claws2tags.html
2 http://lucene.apache.org



classes{0, . . . , 4}. Note, however, that we only used classes 2, 3, and 4 which respec-
tively correspond to a negative, a neutral, and a positive opinion. All four datasets were
preprocessed in the similar fashion using the sequence of tokenization, PoS tagging,
conversion to lower case, stemming, and stopword removal.

Once the four training datasets were ready, their contexts were pruned as discussed
in the previous section. They were then used, in succession,to train a regression based
SVM in order to classify the documents that were relevant to the 50 Trec topics. The
outcome of the four train-classify sessions formed the basis of four of the runs that we
submitted to Trec. The fifth run was based on plain relevance retrieval. The following
list is a summary of all the five runs that we submitted:

1. rgu0: All opinion finding features turned off. Simply a Relevance run.
2. rgu1: Edmunds dataset used as background training data.
3. rgu2: Rateitall dataset used as background training data.
4. rgu3: Scale dataset used as background training data.
5. rgu4: Trec Polarity dataset used as background training data.

Although our official Trec results were far from being the best, our highest Mean
Average Precision (MAP) of 0.2798 improved significantly from our previous years
result of 0.0001. Hopefully this trend will continue for successive Trec competitions.

4 Conclusions and Future Work

In the Trec 2007 Block Track, our best run achieved a MAP of 0.2798. It also took
seventeenth position among all the runs that were submittedby the 20 participants in
terms of MAP, R-precision, b-Bref, and P@10. Although this performance leaves a
great deal to be desired, our approach of exploiting the context of adjectives, verbs, and
adverbs to identify opinionated text was quite innovative.For future work, we intend
to build upon this approach by investigating the effect of variable sized contexts. We
also intend to employ deeper NLP techniques to determine thefocal point of a context,
rather than simply assuming that it would always be an adjective, a verb, or an adverb.
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