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Abstract e.g., [7, 2], and at sentence level, e.g., [4, 5, 6]; how-

ever, the accuracy is still less than desirable. There-
Ranking blog posts that express opinions regafdre, ranking according to the likelihood of contain-
ing a given topic should serve a critical functiothg sentiment information is expected to serve a cru-
in helping users. We explored a couple of metlial function in helping users.

ods for opinion retrieval in the framework of prob- For this objective, Eguchi and Lavrenko [3] pro-

abilistic language models. The first method Con|5'osedsentiment retrievaiodels, aiming at finding

bines topic-relevance model and opinion-relevangg . aion with a specific sentiment polarity on a

model, atdocumentlevel, that captures topic Ole'certaintopic, where the topic dependence of the sen-

pendence of Fhe OpINion EXpressions. The sgcp[nqem was considered. Intuitively, the expression of
method combines the aforementioned topIC-0pPINIQR iment in text is dependent on the topic. Senti-
relevance.models sentencéevel, and accumulate_sment polarities are also dependent on topics or do-
the negative cross entropy between the Comb'r\’ﬁgins. A couple of examples follow. A negative
relevance models and each sentence model to 9s tor some voting event may be expressed us-
tain a document-level score. This paper reports t{ﬁ% flaw’, while a negative view for some politician
overview of our methods and the evaluation resuH.?ay be expressed using ‘reckless’. As another ex-
on the Opinion Retrieval Task at the TREC zoogmple, the adjective ‘unpredictable’ may have a neg-
Blog Track. ative orientation in an automotive review, in a phrase
such as ‘unpredictable steering’, but it could have a
1 Introduction positive onentatl_on in a movie review, in a_phra;e
such as ‘unpredictable plot’, as mentioned in [9] in

The recent rapid expansion of access to informatiftf context of his sentiment word detection. Eguchi

has significantly increased the demands on retrie@d Lavrenko’s sentiment retrieval models can ad-
or classification of sentiment information from &ress both cases based on the framework of gener-

large amount of textual data. The field sgntiment ative language modeling, not only assuming query
classificationhas recently received considerable d€rmMs expressing a certain topic, but also assuming
tention, where the polarities of sentiment, such Kt the sentiment polarity of interest is specified by
positive or negative, were identified from unstrudh® user in some manner.

tured text [8]. A number of studies have inves- For the TREC 2007 Blog Track, we followed [3],
tigated sentiment classification at document levélit we set aside the topic dependence of the sen-



timent polarities and focused on that of the senti2.2 Generative model

mentexpressionsin [3], sentence level was focuse
P Bl (EJsmg the definitions presented above, and assuming

in the experiments; however, the model can be a t ¢ is given, we hypothesize that a new stat
plied to textual chunks of any length. Therefore at() is give € hypothesize that a hew state
entw; containing wordsw;; . . .w;,,, can be gener-

we combines topic-relevance model and opmlon
ated according to the following mechanism.
relevance model, alocumentlevel, that captures

topic dependence of the opinion expressions. Wd. Drawp; andp, fromz(-, ).
also combines the aforementioned topic-opinion rel2. For each positios = 1...m
evance models aentencéevel, and accumulates the (@) if b;j=T" draww;; fromp;(-) ;
negative cross entropy between the combined rele-  (b) if b;;=S: draww;; from p,(-) .

vance models and each sentence model to obta'uiJ a . .
he probability of observing the new statement
document-level score.

W;1. . .Win Under this mechanism is given by:

) if bj;=T
2 (P, Py H{ ) otherwise (1)

2 A Generative Model of Opinion PP e}

We use this simple equation instead of that in [3]
since we can set aside sentiment polarities in this pa-

According to [3], we start by providing a set of deflIoer The summation in equation (1) goes over all

ossible pairs of language models ps, but we can
nitions that will be used in the remainder of this segvOIO| integration by specifying a mass functiof)
tion. The task of our model is eneratea collection

 stat ¢ A stat 0, i that assigns nonzero probabilities to a finite subset
of statementvy.. .wn. A stalementy; 1S a stfing ¢ points inIPx IP. We accomplish this by using a
of wordswy; .. .w;y,,, drawn from a common vocab-

f h Is of which
ulary V. We introduce a binary variablg,;€{S, T'} nonparametric estimate far(), the details of whic
- S " are provided below.
as an indicator of whether the word in thith posi-
tion of theith statement will be a topic word or an
opinion-bearing word. For our purposés; is de- 2.3 Using the model for retrieval

termined heuristicallygutomatic annotatiop in this The generative model presented above can be ap-
paper. plied to opinion retrieval in the following fashion.
As a matter of convenience we will often denotéollowing [3], we start with a collection of state-
a statement as a pajw;, w!}, wherew? contains mentsC and a query{q®, q'} supplied by the user,
the opinion-bearing words and! contains the topic whereq® can be some typical opinion-bearing words
words. As we mentioned above, the user’s queryvisth either positive or negative polarity aid can be
treated as just another statement. It will be denotedrds in the title field in the topic given by the Blog
as a paif{q®, q'}, corresponding to opinion-bearinglrack organizers. We use the procedure outlined
words and topic keywords. We will ugeto denote a in Section2.2 to estimate the topic- and opinion-
unigram language model, i.e., a function that assigredevance models corresponding to the user’s infor-
a numberp(v)€[0, 1] to every wordv in our vocab- mation need, and then determine which statements
ularyV, such that,p(v)=1. The set of all possiblein our collection most closely correspond to these
unigram language models is the probability simplerodels of relevance. The topic-relevance malgl
IP. We definer : IPxIP—0,1] to be a measureand opinion-relevance modet, are estimated in
function that assigns a probabilityp;, p2) to a pair the similar fashion described in [3] for each query
of language modelp; andps. {q®,q'}. Once we have estimates for the topic

2.1 Definitions



and sentiment relevance models, we can rank testthg Results and Discussions
statementswv by their similarity toR; and R;. We
rank statements using a variation of cross-entrog\gcording to the evaluation results, Method-1
which was proposed by [10] and modified for sentivorked but Method-2 did not work well. Detailed
ment retrieval task in [3]: analysis on the evaluation results is ongoing. Using
the relevance judgment data given by the organizers,
a  Ri(v)log pe(v)+(1—a) Y Rs(v)logps(v). we are currently investigating to estimate the model
v v @) parameters appropriately for the task defined in the
H . . TREC Blog Track, and to perform the additional ex-
ere the summations extend over all wotds the

vocabulary. A weighting parameter allows us to PEMMents.
change the balance of topic and sentiment in the fi-

nal ranking formula; its value can be selected empir-
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