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Abstract We present a fully automatic and weighted dictionary to bedus
topical opinion retrieval. We also define a simple topicaham retrieval func-
tion that is free from parameters, so that the retrieval de#seed any learning
or tuning phase.

1 Introduction

A blog is basically a diary made up of items (posts) that argqubon a regular
basis and, typically, displayed to visitors in reverse cotogical order. Posts
comprises text, hypertext, images, and links to other walepavideo, audio
and other files. The TREC Blog track [6] was first introduced REC 2006 and
ran again in 2007, with the claimed purpose of to explorermfation seeking
behavior in the blogosphere.

A test collection, called Blog06, was created for the TREGdBIrack [3].
The blog collection was crawled over a period of 11 weeks @bamer 2005 -
February 2006). The total size of the collection amounts4i® GB with three
main different components: feeds (38.6 GB), permalinks388), and home-
pages (20.8 GB). The collection contains spam as well ashppswon-blogs
and non-English pages. For our experimentation we coreidenly the perma-
link component, consisting of 3.2 million of Web pages, eank containing a
post and its related comments.

Blog track 2006 only ran the opinion retrieval task. Thisktagas been ran
again in 2007, with a polarity subtask. Additionally, a nesk has been added,
the Blog Distillation (Feed Search) task. We have only tgkarn in the opinion
retrieval task. This task focuses on a specific aspect ofsbltig opinionated
nature of posts, that is it requires locating those blog9tsit express an opin-
ion about a given target. It can be summarized as “What dolpebmk about

! Permalinks are URL links of blogging entries that exist ewdter they pass from the front
page into the blog archives.



<target> ?”. The target can be a “traditional” named entity (a nameéison,
location, or organization), but also a concept (such as a dfgechnology), a
product name, or an event.

Blog track 2007 adopted the same assessment procedureddiefiae06.
The retrieval unit is document from the permalink componeithe Blog06
test collection. The content of a blog post is defined as tiiect of the post
itself and the contents of all comments to the post: if thevaht content is in
a comment, then the permalink is declared to be relevant.objective is to
run again the opinion retrieval task with 50 new topics, tHEST selected from
query logs provided by commercial blog search engines.

The following scale has been used for the assessment:

e -1, as not judged. The content of the post was not examined chftetwsive
URL or header (spam).

e 0, as not relevant. The post and its comments were examinddjaas not
contain any information about the target, or refers to iydnlpassing.

e 1, asrelevant. The post or its comments contain informatimuathe target,
but do not express an opinion towards it.

Furthermore, if the post or its comments are not only relgvaut also con-
tain an explicit expression of opinion or sentiment abow térget, showing
some personal attitude of the writer(s), then the docunealternatively la-
beled as follows:

e 2, as relevant, and containing negative opinions. The pasagts an ex-
plicit expression of opinion or sentiment about the targdipowing some
personal attitude of the writer(s), and the opinion expdsis explicitly
negative about, or against, the target.

e 3, as relevant, and containing mixed positive and negativeiaps. Same
as2, but contains both positive and negative opinions.

e 4, as relevant, and containing positive opinions. Samg asit the opinion
expressed is explicitly positive about, or supporting, thrget.

Evaluation metrics are precision/recall based, such asviban Average
Precision (MAP), but we focused our attention on PrecisipiCadocuments
(P@10), because it is often used for Web search evaluation.

For the Blog track of TREC 2007, we create a dictionary of agiated
words from the Blog 2006 relevance data. We have two infaonatheoretic
measures to accomplish the automatic construction of amapted vocab-
ulary. The first measure is based on a DFR (Divergence Fronddéaness)
model and defines the weight of opinionated terms within dwenis. The sec-
ond measure is based on the maximization of the entropy iseh®pin =



{d : dis relevant and opinionatédf all relevant and opinionated documents,
and it is used to filter the words into a sequence of cladgs> Vi1 with
1 < k < |Opin|. Our aim is to define the optima&l such thatV, is both as
small as possible (for a real-time implementation purp@se) as effective as
possible for opinion detection.

We take three assumptions for an automatic constructiom afpénionated
dictionary:

— Content-bearing wordsnaximize the probability Probposteriofprior) of
observing the posterior probability of occurrence in thiesaiOpin of opin-
ionated and relevant documents given the prior probahilityccurrence in
all relevant documents. In other words, content-bearingde@ccur with
similar relative frequencies in both opinionated releveamd strictly relevant
sets of documents.

— Opinion-bearing words instead nimize the probability Prokposteriofprior)
of observing the posterior probability of occurrence in thbsetOpin of
opinionated and relevant documents given the prior proibpalf occur-
rence in all relevant documents. The weight of an opinioaring word is
provided by the- log of such a probability (DFR model), and thus opinion-
bearing words maximize the divergenedog, Prolposteriofprior).

— Best opinion-bearing words alseaximize the entropy in the subsétpin of
opinionated and relevant documents. In other words opib&ering words
occur more randomly than content-bearing words in the dubgen of
opinionated and relevant documents. An approximating \wamaximize
entropy is to consider terms with highest divergence antltbéong to a
large numbe¥ of opinionated documents.

Our experimentation in the BLOG TREC 2007 consists of thiegsps:

1. data pre-processing and topic relevance retrieval;
2. semi-automatic construction of a sentimental dictigneth weighted terms;
3. topic opinionated relevance retrieval.

These phases are detailed described in Sections 2, 3 argpéctieely. Finally,
in Section 5 we report and discuss on the experimentatiovitgcind results.

2 Data pre-processing and topic relevance retrieval

The data pre-processing phase is aimed to remove not Emgliziments from
the collection. This goal is achieved by Lingpipe [1], a swf Java libraries
for the linguistic analysis of human language. LingPipe'st tclassifiers learn
by example. For each language being classified, a samplexboisteised as



training data. LingPipe learns the distribution of chagestper language using
character language models. Character language modelgiprstate-of-the-art
accuracy for text classification. Character-level modets @articularly well-
suited to language ID because they do not require tokenizauat;i tokenizers
are often language-specific. A text classifier has beenddairsing the Leipzig
Corpora Collection [2] with the aim to recognize up to 15 ottien English.
The Leipzig Corpora Collection is a freely available resmufor corpora and
corpus statistics covering more than 20 languages at theelt@éing. The corpora
are identical in format and similar in size and content. Thegtain randomly
selected sentences in the language of the corpus and alabévan sizes of
100,000 sentences, 300,000 sentences, 1 million sentetce8y means of
Lingpipe classifier we removed 541.725 permalinks (16.86%Iaocuments)
but only 74 were relevant (0.61% of all relevant documeris) the other hand,
we have eliminated 8.09% of false positive documents (decusretrieved but
labeled 0). This proves that language classification is uegful in both topical
and opinion finding retrieval.

For the topic relevance retrieval we adopted Terrier [5]eDRa the large
dimension of BLOG track collection we have developed a ithigted version
of Terrier, and we run our experiments on a cluster of 13 nreehi(1 broker
+ 12 nodes). From a software architecture perspective, wptad a document
partitioning strategy, and we solved the "results mergipgiblem providing
global statistics to each server query. Thanks to the diged version of Terrier
we can index the entire collection in less than 45 minutds:ighvery useful to
tune the indexing Terrier parameters and to quickly testdffiectiveness of
pre-processing activities. The index that we used for BLORET 2007 was
generated indexing all permalink files except for those mers not English
document by the LingPipe classifier and using the weak Pst@nmer. As
retrieval models we use the parametric model PL2, with itaqm&ter c set to 9,
and the parameter-free model DPH.

3 Automatic construction of a sentimental dictionary with
weighted terms

The automatic construction/weighting of a sentimentatioii@ary is a partic-
ularly ambitious objective: to automatically identify $iement-bearing terms,
and to automatically assign them an opinion weight.

To achieve these goals we learned from the set of relevantndects (la-
beled 1, 2, 3 or 4 from TREC 2006 relevance data) and the sdteobpin-
ionated ones (labeled 2, 3 or 4). Our hypothesis is that opibearing words
distribute more randomly in the set of opinionated documéh&in semantic-



bearing terms, but less randomly than the non-informatves. Starting from
this idea, we used a Divergence From Randomness (DFR) qupansion
model to filter several levels of candidate terms, and wecgsdethe level that
maximized the number of “opinion-bearing” words.

More precisely, we first compute the asymmetric Kullbackbler diver-
gence (KL) in the opinionated set with respect to the setlelaat documents
obtaining a set of candidate opinion-bearing terms. Thengempute different
layers of opinionated terms by document frequency, as a wayaximize the
opinion entropy for all such candidate terms. A genérievel contains all index
terms occurring in at leagt relevant and opinionated documents. Therefore the
higher the number of documents containing a term, the hightéie probability
that the term is opinionated. Furthermore, the larges chosen, the less the
terms that are selected.

Our goal was to find the optimal levél that maximize the number of
“opinion-bearing” words. To evaluate a genetidevel, we executed the fol-
lowing steps:

1. we reduce the noise caused by the presence of many propgrsnau-
merical terms, dates, and typos words by excluding all tdexrterms that
contain numerical substrings or that are not included inWwrdNet [4]
dictionary.

2. we use a@entimental dictionary SentV semi-manually built by third parts [7,8]
to assess the automatic dictionary by precision and rectilnaspect to the
sentimental dictionanpentV.

3. we study the effectiveness of combining both dictiorgarie

All runs presented in Section 5 have been performed usingpallfiltered)
index terms occurring at thHEO-th level. We refer to this set of terms kesrned
dictionary. Note that the learned dictionary also contains terms tbat ot
occur in the sentimental dictionary.

Each term in the learned dictionary hasearned sentimental weight coin-
ciding with the weight returned by the query expansion model

Table 1 shows an excerpt from the used learned dictionarly tefes classi-
fied as strong subjective in the sentimental dictiongeyitV, and reports some
statistics.

4 Topic opinionated relevance retrieval

In this section we show how we compute the final topic-opiated relevance
documents list. Let us assume to haveopimionated vocabulary, Opin'V such
that each ternt € Opin'V has a weightvy. Opinionated and relevant document
ranking is obtained in four steps:



Table 1. The excerpt is from the set of index terms extracted at lével 100 with their opin-
ionated scores. The size of the learned dictionary amoom222 index terms. We reduced the
noise caused by the presence of proper names, numerical, @ates, and meaningless words re-
moving 3505 index terms (45.36% of the index terms occurairigvelk = 100). The number of
“opinion-bearing” terms occurring both in the learned andhe sentimental dictionar§entV

is 1529 (36% of the learned dictionary terms), with 945 teatassified astrong subjective and
584 terms classifiedieak subjective by the sentimental dictionary (61% and 39% of the terms in
the intersection of the learned and the sentimental diaties, respectively).

An excerpt from the 945 strong subjective
terms of the learned dictionary

abide 0,002
abject 0,003

B8 inaccurate 0,0064 : :
L inane 0,000P wish 0.006(
absolute 0,0029 inappropriate  0,0028 wonder 0.006
absurd 0,0076 incapable 0,0072vonderful 0.002
abusive 0,0047 incessant 0,002 woo 0,0024
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abyss 0,000 inclin 0,0043 worri  0,002Q
acclaim 0,000 incoherent 0,001j0 worse 0,004
accuse 0,0012 incompetent 0,0012 worst 0,0041
activist 0,0028ncomprehensible 0,0018 worth  0,0018
actual 0,006P inconvenient 0,0026worthless 0,009
admir 0,0024 incredible 0,0048vorthwhile 0,001
admirable 0,0030 indefensible 0,0011 wound 0,004
il
B
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admire 0,001 indicative 0,001¥ wrath 0,002
admit 0,006 indifferent 0,0029 yeah 0,007

O —Oor

indispensable 0,0033 yearn  0,0049

1. A content-only scored document list is obtained from Bac®. It means
that each document has already associated a content s@usethe DFR
models PL2 and DPH as retrieval functions to provide theemnscore of
the documents

content_score(d||q) = scoreprr(d||q).

We obtain acontent rank for all documents:

content_rank(d||q).

2. We submit all terms 0Opin'V as query-terms with their weights; and
assign a query-independent score to the set of retrievadhaeats by means
of a DFR model:

opinion_score(d||OpinV) = scoreprr(d||OpinV).



The opinionated score with respect to a togits defined as follows:

opinion_score(d||Opin’V)

opinion_score(d||q) = content_rank(d||q)

We thus obtain apinion rank for all documents:

opinion_rank(d||q).

3. We further boost document ranking with the dual functibog@nion_score(d||q):

content_score(d||q)

tent. T(d|lq) = :
content_score™ (d[|q) opinion_rank(d||q)

4. Finally, we re-rank the documents byntent_score™ (d||q).

5 Results and discussion

Results of submitted runs are shown in Table 2.

e The run labeled aBIUbPL2 represents the baseline. It is computed adopting
the PL2 model (C=9) with all opinion-finding features turredti

e The second runHIUdPL2) is a second baseline based BIJbPL2. It re-
arranges the topic-based rank with respect to the sentahgury, by using
the algorithm described in Section 4 with DPH as model foffitts€ opinion
score. In this run we do not use a learned dictior¥gy for some levek, but
only the strong subjective terms of the sentimental dietigrbent V| giong
(the use of the whole sentimental dictionary performs leBgch term in
OpinV = SentV gi0ng has a weightvy equal to 1. This run is useful to
compare with the runs obtained by using a learned dictioRggy It also
provides us useful indications of the effectiveness of #eanking score
function content_score™ (d||q).

e The run labeledrIUIPL2, performed best in terms of MAP. It has been
designed as described in Section 4, where the initial ranisigiven by the
baselineFIUbPL2 and DPH as model for the opinion score. In this run we
use both learned dictionaiy, for £ = 100, andSentV restricted to only
the strong subjective terms. Each termOpinV = SentV g0,y has a
weight equal tdl + cwy, Wherex is set to the value- 1000 that normalizes
the greatest opinionated term weight in Vg to 1, andwy is added when
the term is also itV 1.

e The run labeled aBIUIDPH differs from FIUIPL2 because we use the pa-
rameter free model DPH instead of PL2 in the step 1 of the dlgorde-
scribed in Section 4.



e The run labeled aBlUIP22 differs from FIUIPL2 because we use PL2 in
the step 2 of the algorithm described in Section 4.

¢ Finally, FIUDDPH differs from FIUIDPH mainly because we conside both
the title and the description topics fields in the step 1 ofdlywrithm de-
scribed in Section 4. Furthermore, the content-only scombtained apply-
ing the query expansion technique (we used a parameter fsdelrof query
expansion with 3 top ranked documents and 20 expansion erms

All our official runs were evaluated byr ec _eval as they were baselines,
because we updated the final ranks but not the final topidalayp scores.
Using the Terrier evaluation tool, which instead evaluatgss by ranks and
not by scores, our best title-only run is FIUIDPH for pregisiat 10 (topic
0.7160, opinion 0.5360 with +13.7% and +18% respectivelgr dkie baseline
FIUbPL2), FIUIPL2 for MAP (topic 0.3910, opinion 0.3210 Wit-9.3% and
+17.7%) and for R precision (topic 0.4264, opinion 0.367%wt#6.6% and
+14.8%). Our actual results are reported in Table 2. It istkvt note that, with
respect to the results presented in the “Overview of the TREXZ Blog Track”
paper [9], the FIUIPLZ2 is the best run in terms of improversemter the base-
line, and is the fourth run among all the automatic titleyonlns submitted to
the opinion track.

Table 2. Summary of the FIU Blog track automatic runs.

Relevance Opinion
Name Topic field used MAP [P@10| MAP |P@10
Median run of the Blog track 2007 0.33400.6480]0.24160.3031
FIUbPL2 (baseline) title 0.36210.6300(0.27270.4540
FIUdPL2 title 0.38310.6760(0.30450.5180
FIUIP22 title 0.39300.6760(0.31770.5240
FIUIDPH title 0.38610.7160|0.31880.536(
FIUIPL2 title 0.39560.6860(0.32100.5260
FIUDDPH title, description|0.39770.7340]0.33150.542(

Considering the difference from median average precisemtqpic of the
FIUIPL2 run (see Figure 1), we notice that only 10 topics ardar the median
and that we could improve the performance of most of them @upsome
proximity strategy.

Moreover, Table 3 summarizes some new automatic runs peeas vari-
ations of the FIUIPL2 run. Comparing Tables 2 and 3 we can dinaollowing
conclusions:



Table 3. Summary of new automatic runs. Variations of the FIUIPL2 run

Relevance Opinion

Opinion Query Name Topic field used MAP |P@10| MAP |P@10

Median run of the Blog track 2007 0.334(00.6480(0.24160.3031
Vioo weights of Vg title 0.39430.6800|0.30880.512(
SentV weights ofVigo title 0.39450.6880|0.31450.526(
SentV |serong (FUIIPL2)||weights ofVigo title 0.39560.68600.32100.526(
SentVsirong N Vico ||Weights=1 title 0.38640.6760|0.30890.522(
SentVsirong N Voo  ||weights ofVigg title 0.39810.6960]0.32180.542(
SentV N Vigo weights=1 title 0.388(00.6820|0.30740.518(
SentV N Vig weights of Vg title 0.39480.6920|0.31660.532(

Figure 1. Difference from median average precision per topic of tHélFL2 run. The 10 topics

under the median are also listed.
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1. Semi-manually built dictionaries can be successfulalsa opinion finding
retrieval. However, the fully automatic dictionary perits better than the
semi-manual one (compare the submitted RIdPL2 to the new run of
Table 3 labeled bW ).

2. Different combinations of semi-manually built dictioies with our fully
automatic dictionary improves topical opinion retrieval.

3. Automatic weighting of opinionated terms by DFR improt@gscal opinion
retrieval.

4. It is not the exhaustively of the semi-manual dictionany itks quality that
improves performance. Using the intersecti®mtV g,y N V1o Of the
semi-manual dictionary containing all terms labeled aengjrsubjective
with the automatic one, and weighting the opinionated tess# the run
FIUIPL2, we obtain the best combination strategy.

. The parameter free model DPH provides the best precisitf.a



6 Conclusions

We have shown a very simple opinion retrieval model free fparameters to re-
rank the set of retrieved documents. The opinion retriewatfion requires the
computation of an absolute or query-independent opiniok o the retrieved
documents. To obtain this sentimental score we have leaandidtionary of
opinion-bearing words from blog track data of TREC 2006. Té&hnique to
extract and weight terms is that used in query expansion. &Ve then submit-
ted such a sentimental dictionary as a query. Howeverodiaties may contain
many thousand of words, and we have thus further filtered threlsvobtaining
smaller and smaller sentimental dictionaries. It is pdesib achieve as good
performance as we have achieved with the official runs witlery vestricted
number of opinion-bearing terms, but this issue is not fpllgsented here and
will be studied in the next participation to the blog track.
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