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Abstract

Blogs are highly rich in opinion making their au-
tomatic processing appealing to marketing compa-
nies, the media, costumer centres, etc. TREC ran a
Blog track in 2006 with two tasks: opinion retrieval
and an open task. This document reports the ex-
periments conducted at The Robert Gordon Uni-
versity (RGU) where we used Statistical Language
Models combined with shallow parsing techniques
for the opinion retrieval problem.
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1 Introduction

The simplicity of Internet publishing has resulted in
an increase of the information available online. In-
dividuals have taken this opportunity to post their
thoughts in a particular form of publishing known
as blogging on Blogs (short for Web log). It has
been claimed that Blogs are the latest form of self
expression and it has been noted that they are
rapidly changing the face of the Web. The most
attractive aspect of Blogs, and the key to their
success, is that they are mainly authored by in-
dependent individuals who have, as their sole pur-
pose, the desire to make their opinions known to
the world[3]. Consequently, Blogs are highly rich in
opinion and often up to date with current affairs.
This factor makes them quite useful to industries,
such as marketing, or the media, where more di-
rect feedback is an invaluable resource[4]. TREC
ran a Blog track this year (2006) aimed at discov-

ering the particularities involved in opinion search
where participants were instructed to retrieve docu-
ments containing opinions pertaining a set of top-
ics. The collection used in the 2006 TREC Blog
Track consisted of over a million posts collected
over 77 days; this offers a test-bed for Blog analysis
research. In this study, we intend to use this col-
lection to investigate the extraction of subjective,
positive and negative opinions. The rest of this re-
port is structured as follows: section 2 defines the
problem and the framework, section 3 introduces
the corpus, how it was indexed and our proposed
runs. Sections 4 and 5 finalise by discussing the
results and our conclusions.

2 Definition of the problem

The Blog track defined two problems to be tack-
led this year: opinion retrieval and an open task.
The opinion retrieval task objective was to retrieve
documents containing opinions about certain given
topics. This suggests that content based retrieval
would not be enough since there is an extra factor
of difficulty which is to be able to identify the na-
ture of the content, i.e. whether it is opinionated or
not. An opinion is something that radically differs
from a fact and that it is easy for a human being to
identify but not for a computer, therefore special
mechanisms or heuristics had to be implemented
to enable our systems to be able to do so. This is
due to the fact that some concepts are ”difficult”
to understand by computers. During the Reliable
Information Access (RIA) Workshop, several cate-
gories of difficult topics and their properties were
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proposed[1]. In particular, systems did not perform
well when the systems needed extra information to
correctly interpret the information need contained
in a topic. An example of these topics is Topic 413
What are new methods of producing steel? The
concept of a new method would be very difficult
for a system to infer. The track’s open task gave
freedom to participants to propose a problem, do
a preliminary analysis of it and present the results.
The aim of the task is to find a suitable problem to
be run as an official task in next year’s Blog track.

3 Experiments

3.1 Indexing the corpus

The corpus was compiled by the University of Glas-
gow by harvesting blog sites over a 77 day period
of time. Each document was constructed of infor-
mation such as:

• Permalinks: A permalink is a URL(web ad-
dress) that points to a specific blog posting
despite the fact that the entry has passed
from the front page into the relevant blogging
archive.

• Feeds (URL and number): The URL pro-
vides the original feed web address and rele-
vant identity number.

• Blog (URL and number): this information
indicates the original web address of the blog
page and relevant id number.

• Webpage: The actual webpage which con-
tains all the blog data such as the original post
by the blog author and any comments made by
blog visitors.

We indexed the webpages (approximately 3 mil-
lion documents) keeping for each document the fol-
lowing statistics:

• Term Frequencies: this is the traditional tf
statistic.

• Number of subjective terms: the number
of subjective terms taken from a pre-mined list
of terms. This list was mined from a corpus
of reviews (movie reviews, restaurant reviews,
politicians reviews, etc.). These are the terms

that usually precede an opinionated term, i.e.
I, you, we, think, believe, guess etc.

• Number of positive opinionated terms:
the number of positive opinionated terms
taken from the same pre-mined list of terms
from the previous bulletpoint. These are the
terms that are likely to express a positive opin-
ion, i.e. like, love, brilliant, rocks etc.

• Number of negative opinionated terms:
the number of negative opinionated terms
taken from the same pre-mined list of terms
from the previous bulletpoint. These are the
terms that are likely to express a negative opin-
ion, i.e. hate, sucks, lame, boring etc.

We also calculated global statistics in the form
of document frequencies (standard df ).

3.2 Retrieval model

We decided to work with the Statistical Language
Modelling (LM) for Information Retrieval (IR)
model[5]. This model proposes that the score of
a document is proportional to the probability of
generating the query from the document model.
Therefore the core of this approach is to have the
best estimate possible of the model of the docu-
ment.

score(q, d) ∝ P (q|Md)P (d) (1)

where Md is the model estimated for document d.
We chose to estimate P (d|Md) = λPmle(q|Md) +
(1− λ)PColl(q) where

Pmle(q|Md) =
∏
w∈q

Pmle(w|Md) =
∏
w∈q

tf(w, d)
|d|

(2)
with tf(w) being the term frequency of term w in
document d and |d| is the document length. We
approximate PColl(w) = df(w)

|D| being df(w) the doc-
ument frequency for term w and |D| the size of the
collection. The standard LM model disregards the
prior probabilities P (d) for scoring purposes mak-
ing, effectively, all documents to be a-priori equally
relevant. In our runs we decided to approximate
the prior based on some belief on the opinion con-
tained in the document.
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3.2.1 Using classes of terms

In order to explore some of the subjective, positive
and negative content of the blog corpus we con-
ducted manual experiments with random samples
of blog pages to establish the nature of it. In this
experiment we asked three judges to manually clas-
sify a random sample of two thousand documents
into two classes; whether they contained an opin-
ion or not. We then applied shallow parsing tech-
niques on the documents to extract the features we
were interested in, such as the number of subjec-
tive terms, the number of opinionated terms, etc.
Processes like this have been successfully applied
to classify documents according to the sentiment
expressed in them[6, 2]. Documents were, there-
fore, represented using only these features. A bi-
nary classifier was trained using a 10-fold proce-
dure producing very good results. We found that
the classifier was able to filter the documents based
on the sentiment expressed in them irrespectively
of the topic discussed in them, encouraging us to
embed this information in our experiments which
are detailed below.

3.2.2 Our baseline run

Our baseline run (run 1) used the standard lan-
guage modelling model extending the query with
opinionated terms from the previously mined list.

3.2.3 Run 2 - Subjective

For run 2 we took advantage of the statistics gath-
ered at indexing time and we estimated the prior
probability of a document, P (d), to be proportional
to the number of subjective terms in it. Mathemat-
ically speaking, this can be written as

P (d) ∝ number of subjective terms

document length
(3)

The rationale behind this is that if a document con-
tains a high proportion of subjective terms, it is
more likely to contain an opinion on a certain topic
than one that has a lower proportion.

3.2.4 Run 3 - Positive vs. Negative term
counts

Run 3 was designed to identify whether an opinion
had a positive characteristic or a negative one. We,

therefore, approximate the document prior to be
proportional to the proportion of positive opinion-
ated terms versus the negative opinionated terms:

P (d) ∝ pos(d)
neg(d)

(4)

where pos(d) is the number of positive opinionated
terms and neg(d) is the number of negative opinion-
ated terms. There is an issue with this approach:
a document may not contain negative opinionated
terms (or no opinionated terms at all). Moreover,
if a document doesn’t contain positive opinionated
terms, the prior will be zero making the document’s
score zero as well. Therefore we modified equation
4 and we approximate P (d) as

P (d) ∝ pos(d) + neg(d) + 1
document length

(5)

which we interpret as the probability of the doc-
ument containing any kind of opinion. To assess
whether the opinion is positive or negative we sim-
ply evaluate pos(d) < neg(d).

4 Results

Official TREC results were absolutely discouraging
and suspicious, suggesting us that our systems had
major bugs. This turned out to be the case, there-
fore we encourage the reader not to pay attention to
them. We are currently re-running our experiments
where we expect our systems to produce good re-
sults which will be available on the final paper.

5 Conclusions and future
work

We saw that shallow parsing techniques can im-
prove document filtering, in particular when the
classes are not dependent on topical words but
rather on a higher, more abstract, concept such as
an opinion. We believe that incorporating these
features into a formal model such as Language
Modelling would prove to be highly beneficial not
only for opinion retrieval but also for other types
of retrieval tasks. In this paper we presented three
simple heuristics but we would also like to point
out that there is a lot of room for improvement. On
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this matter, we plan to conduct more experiments
where we will take into account opinionated term
positions regarding content-carrying terms (query
terms) to assess if the opinion expressed in the doc-
ument is actually about the topic being searched
for.
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