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1 Summary

For Case Western Reserve University’s debut partic-
ipation in TREC, we chose to participate in the En-
terprise Track expert search task. Our motivation
for participation stems from our work developing ex-
pert search capability for our prototype vertical digi-
tal library, MEMS World Online!. Our work incorpo-
rates two unique aspects. First, our relevance ranking
mechanism relies on term position within each doc-
ument rather than the number of term occurrences.
This mechanism takes into account both term doc-
ument rank and term co-occurrence proximity. Sec-
ond, the expert score of closely related colleagues has
a small effect on the score of each related expert.
This follows the intuition that experts on a particu-
lar topic within a single organization tend to closely
collaborate with one another. We also make some
use of WordNet synonyms. We submitted a total of
three runs to this years expert search task.

2 Relevance Ranking

For these experiments, we used a relevance rank-
ing formula that incorporates the following aspects
of the document set: term weights, taking into ac-
count term document frequency and estimated ex-
pected term document co-frequency across the docu-
ment set, and the term occurrences, taking into ac-
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count term rank and co-proximity in each document.
Using term position to determine relevance is not a
new idea [3, 1]. The weight mechanism assigns a
weight for each term of the query as well as each pair
of terms in the query. The goal of the weights, as
usual, is to put emphasis on those terms in the query
that are less common in the document collection.
These terms have more power in differentiating which
documents are most relevant to the query. Likewise,
more emphasis is placed on those pairs of terms that
are less likely to occur together. Unlike conventional
approaches, the weights are not pre-computed as part
of document indexing. Rather, each is computed on
the fly since the weights vary depending on the com-
bination of input terms. The weighting formulae are
influenced by the Okapi weighting method [5].
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Formula 1 shows the single term weight where df
is the number of the documents that the particular
occurs in, and mazgs is equal to the greatest df for
the given query. The logarithm is used to dampen
the range of the weights. S is a constant which along
with N, the number of terms, determines the total
weight given to the single terms. Weights are also
computed for each pair of terms, i and j in the query
according to formula 2.
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Similar to the previous formula, M is a constant
which along with (]; ), the number of term pairs,
determines the total weight for the term pairs. As
stated above, this attempts to put emphasis on those
pairs of terms which are least likely to occur together.
Intuitively, S and M determine how much empha-
sis document term rank versus term co-proximity are
given in the final relevance score. This correlation
weight seems to be the first of its kind at least in this
setting, a second-order information that takes into
account query phrases in which several terms can oc-
cur at once.

For single term occurrences, the occurrence values
are simply obtained as the inverse of the normalized
distance of the term from the beginning of the docu-
ment, shown in formaul 3 where x;; is the normalized
position of term ¢ in document k. This function gives
preference to terms appearing earlier in the document
rather than later, or term document rank.

1
Tik

log(—) (3)

log( (4)

E

For each pair of terms i,j, the (co-)occurrence
value gives an indication of how closely the terms
occur within each document, or term proximity, as
shown in formula 4. These term rank and term prox-
imity values are based on the intuition that the most
important terms in a document will occur near the
beginning of the document, which seems particularly
true for email communications, and that terms which
are part of a related concept will occur near one an-
other. The dot product of the weight and occurrence
terms is then computed to determine the relevance
score for each document. The expert relevance score
is then the summation of all the documents for which
they are an author. In cases where the documents can
be authored by more than one person, the document
scores are weighted by the inverse of the number of
authors, though this does not come into play because
we use only emails for this work. Many more com-
plicated and possibly more effective author scoring
schemes are certainly possible.

A thorough analysis of these techniques for gen-
eral relevance ranking will appear in the future. Pre-
liminary experiments show that combining term co-
proximity techniques with traditional ranking mech-
anisms such as pivoted length normalization [6] and
Okapi [5] yield improved retrieval performance.

3 Collaborator Influence

One of the key aspects of an organization is the col-
laboration that takes place between it’s members. We
attempt to take into account the influence of this as-
pect in a small way. Essentially, if a potential expert
has strong ties to any other high scoring experts, he
or she receives a small increase in his or her score.
This follows the intuition that experts in the same
topic within the same organization have a strong like-
lihood of extensively collaborating together. Experts
on common topics are likely to form closely connected
clusters within the social network representing the or-
ganization of interest. Other work has used similar
approaches [2]. This has also been inspired by our
previous work studying scientific collaboration net-
works [7].
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Equation 5 shows the calculation of a new author
relevance score, 7’ based on the original expert score
r. C is small constant, around 0.01 and R is the
collaboration strength weighted average of the score
of the candidate experts collaborators in the social
network constructed from the email corpus, as calcu-
lated in 6, where W is the weight constant. This is
divided by the maximum author score for the partic-
ular topic. Essentially, if an expert strongly collabo-
rates with other high scoring collaborators they can
receive up to a 1% increase in their score. This is
a small effect because it should only come into play
when two experts have very similar expert scores, the
documents should still be the key component of the
experts relevance. This technique was used for all
runs.




4 Other Details

Document Preprocessing

For the expert search task we relied solely on the
email list portion of the W3C corpus. Document pre-
processing was limited to HTML parsing, subject line
extraction and author extraction. The subject lines
were then used to identify email threads, which in
turn were used to build a weighted social network
of the organization. There are some considerations
needed for the construction of the network. In order
to somewhat limit the number of edges in the net-
work, only two-way communication is taken to define
a link in the network. For example, an individual
sends an email to several people, only one of which
responds. A link is only formed between the orig-
inal author and the responder, not the other non-
responsive recipients.

Queries

For all submissions we used only automatic title
queries. This was done for a few reasons. First, the
full descriptions contain a great deal of extra terms
which would likely have negatively affected perfor-
mance. In order to use the descriptions effectively,
advanced query analysis would be needed. For exam-
ple, some descriptions describe what is not desired,
using such terms naively would certainly not be use-
ful. Secondly, automatic title queries are probably
most similar to real user queries. Particularly when
the system developer is formulating the queries, man-
ual queries are not very similar to real user queries.

In retrospect, we would have liked to do one man-
ual run, mainly for comparison purposes.

WordNet

WordNet [4] was used to identify synonyms for one of
the submitted runs. We did not expect great results
through the use of WordNet because of the technical
nature of most topics used this year.

System Details

Two systems were used for these experiments, one
implemented in python and the other in C++. Both
use Berkeley DB databases. The python version al-
lows for fast implementation of new ideas for testing
on sample data sets while the C++ version allows
for the development of an efficient system for larger
volume runs.

5 Submitted Runs

We submitted a total of three runs for the expert
search task. They are described below.
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Emails 0.2118 0.2757 0.2450 0.6615 0.5794
Replies 0.1910 0.2506 0.2246 0.6406 0.5434
WordNet | 0.2154 0.2818 0.2523 0.6368 0.6116

Table 1: Expert search run result summary.
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Emails 0.0996 0.1479 0.1409 0.5233 0.3362
Replies 0.0778 0.1157 0.1108 0.4504 0.2615
WordNet | 0.0831 0.1300 0.1232 0.4084  0.2752

Table 2: Supported expert run result summary.

e Emails — This run used the complete email
list with the techniques described above, giving
higher weight to reply emails.

e Email Replies — This run used only the email
replies, as they are more likely to indicate exper-
tise.

e WordNet — This uses the email list with
WordNet synonyms.

A summary of results from each of the runs are
shown in tables 1 and 2. Table 1 shows the expert
search results without respect to support documents,



while table 2 shows the results where relevant re-
trieved support documents are required. The most
surprising result from this is the unexpected improve-
ment of expert retrieval using WordNet synonyms.
In the supported expert statistics on the other hand,
WordNet generally resulted in poorer performance.
The poorer performance of supported expert retrieval
in general is not surprising, we made no attempt in
retrieving all support documents, particularly in only
using the email portion of the corpus. Also not sur-
prisingly, using only reply emails yields lower perfor-
mance.
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