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Abstract

While participating in the HARD track our first
question was, what an IR-application should look
like that takes into account preference meta-data
from the user, without the need of explicit (man-
ual) meta-data tagging of the collection. Espe-
cially, we touch the question how contextual in-
formation can be described in an abstract model
appropriate for the IR-task, which further allows
improving and fine-tuning of the context represen-
tations by learning from the user. As a first result,
we roughly sketch a system architecture and con-
text representation based on statistical language
models that fits well to the task of the HARD
track. Furthermore, we discuss issues of ranking
and score normalizations on this background.
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1 Introduction

Observing that humans are thinking about, search-
ing for and working with information highly de-
pending on their current (working) context, leads
directly to the hypothesis that information systems
could increase their performance by learning how
to deal with such contextual information. Among
other ongoing research projects the HARD track
is trying to tackle these issues. It especially ad-
dresses the question, how already available infor-
mation about the user’s context can be employed
effectively to gain highly precise search results.

A user’s information need is only vaguely de-
scribed by the typical short query, the user states
him-/herself to the system. There are at least two

reasons for this lack of input precision. First of all,
users who search for a certain piece of information
have only a limited knowledge about it themselves.
The difficulty to describe it is thus an immanent
problem of any information need and hardly to
overcome. A second reason for insufficient query
input, however, touches the area of context infor-
mation and might in principle be easier to address.
Although a humans’ search context provides a lot
of information about his/her specific information
need, a searcher is often not able and not used to
explicitly mention it to a system. Comparing the
situation to question another human, the counter-
part would be able to derive contextual informa-
tion him-/herself.

In order to outline this paper, we start with an
overview on context modeling in the area of infor-
mation retrieval. The section thereafter will in-
troduce our own approach of context modeling in
more detail and sketch a context-aware retrieval
system. We proceed further by taking a closer
look at incorporating context information in rank-
ing algorithms. Finally, the last section describes
our HARD track experiments and presents some
empirical results.

2 Context Modeling for Information
Retrieval

Aiming at a context-aware text retrieval system,
we first have to investigate how context can be
modeled appropriately that an IR-system can take
advantage of this information. One of the first up-
coming matters will probably be described by the
following question: Should we try to build a model
for each individual user or should it classify the
user with respect to user-independent predefined
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Figure 1: Context Modeling: User vs. Category Models

context-categories? Both kind of systems are out-
lined in Figure 1. We will choose here the second
option, but first discuss the advantages and disad-
vantages of both by pointing to some related re-
search in this area.

2.1 User-Dependent Models

A first and typical example for this approach is
shown by Diaz and Allan in [6]. The authors sug-
gested to build a user preference language model
from documents taken out of the browsing-history.
Since the model reflects the browsing behavior of
each individual user, it describes his/her prefer-
ences in a very specific way.

However, humans work and search for informa-
tion often in multitasking environments (see [11]).
Thus, their information need changes frequently,
or even overlaps between different tasks. A static
profile of each user is not appropriate to take into
account rapid contextual changes. For this reason,
Diaz and Allan [6] also tested the more dynamic
version of session models derived from the most re-
cent visited documents only. With the same inten-
tion but following a more “exotic” approach, Bauer
and Leake [3] introduced a genetic sieve algorithm,
that filters out temporally frequent words occur-
ring in a stream of documents, whereas it stays un-
affected by longterm front-runners like stop words.
The system is thus aware of sudden contextual
changes, but cannot come up directly with sound
models describing the new situation.

Summarizing the observations, individual user
models enable the most user specific systems, but
either lack a balanced and complete description or

remain unaware of alternating contexts.

2.2 User-Independent Models

Although context itself is by definition user-
dependent, it is possible to approximately describe
a specific situation by selecting best-matching pre-
defined concepts, that are themselves independent
of any specific user. A concept in this respect
might range from a subject description (e.g. Mu-
sic) to geographical and temporal information (e.g.
Netherlands, 16th century).

Examples for this approach can be found among
others in last years’ HARD track. Along with the
query, a set of meta-data items characterized the
context of each specific information need. Since the
meta-data was structured in categories restricted
to certain set of pre-defined items, it was in the-
ory possible to build stable and sound models to
classify documents according to each of these con-
cepts.

Following this approach of context modeling, it
needs to be explained where the additional con-
text meta-data comes from. Whereas Belkin et
al. [4] preferred to think of it as derived by au-
tomatic context-detection from the users’ behav-
ior, He and Demner-Fushman [7] described the col-
lecting of contextual information in a framework
of explicit negotiation between the search-system
and user. Further experiments in this area are
presented in [10]. The authors tried to employ a
conceptual hierarchy of subjects, as established by
the “open directory project” [1] or “Yahoo” [2], as
contextual models. In a first experiment, queries
were compared to these concepts and the best-



matching subjects were displayed to the user for
explicit selection. In order to avoid this negoti-
ation process, long-term user profiles were intro-
duced for automatic derivation of matching sub-
jects, which cluster the former interests of the user
in suitable groups. However, these user-dependent
models suffer from the same limitations as men-
tioned above.

Although the question is not answered satisfy-
ingly, how automatic context detection can be per-
formed, user-independent context modeling comes
up with a good deal of advantages:

e Whereas user modeling suffers often from
sparse data, conceptual models are trained by
all users of the systems and therefore will be-
come more balanced and complete.

e Conceptual models do not counteract search
on topics entirely new to the user.

e Assuming a perfect context detection unit, the
search system can react more flexible with re-
spect to a changing context of a user.

e New users can search efficiently without the
need to train their user preference models in
advance.

e It is theoretically possible to switch back any-
time from automatic context detection to a
negotiation mode, which enables the user to
control the system effectively.

Taking a closer look on conceptual context mod-
eling, the first task will be to identify appropriate
categories of the users situation with respect to the
information retrieval task. Whereas we can call al-
most everything surrounding the user as context,
we only need those data that allows to further spec-
ify the information need of the user. For instance,
the HARD track comes with the categories famil-
iarity, genre, subject, geography and related doc-
uments. We can easily extend this set by further
categories like language or time/date of the desired
information.

One might notice, that the chosen categories
originate more from a document than from a user
centered view. Since we want to fine-tune the re-
trieval process, it is handy to have categories that
directly support the document search, however,
starting from the users context, this already re-
quires a first translation. For instance the situation
of a biology scientist sitting at his work, might be
translated to the following context categorization:

familiarity with search-topic: high, search genre:
scientific articles, general subject: biology.

The translation of the users situation into the de-
sired context categorization is, of course, itself an
error-prone process. Thus, the before-mentioned
possibility allowing the user to explicitly edit the
automatically performed categorization of his/her
context might be an important issue.

3 Conceptual Language Models

The retrieval process itself is enhanced by multiple
text-categorizations based on the selected context
models best-matching the users’ situation. Thus,
the maintained models for each context concept
will be used by the system as classifiers, e.g. a
model for scientific articles should be applicable to
filter out scientific articles from an arbitrary set of
documents.

Looking back at last years” HARD track exper-
iments (e.g. at [4,8]), every context category is
handled with different techniques ranging from a
set of simple heuristic rules as used for classifying
the genre to applying external ill-founded though
efficient algorithms like the “Fog-Index Measure”
to rate the readability. The techniques might en-
able an IR-system to utilize the specific given meta-
data, but the approaches lack a uniform framework
that enables extending the system to work with
other meta-data categories as well.

Instead of introducing another set of new tech-
niques, our basic hypothesis is that statistical lan-
guage models are a sufficient mean to be applied as
a universal representation for all context categories
as long as they are used to support text retrieval.
Obviously, language models can be utilized effec-
tively as subject classifiers, but we think, it is also
possible to use them to judge about the genre or
readability of a document. In the latter case, we
can for instance assume that easily readable arti-
cles will probably consist of common rather than
of special terms. For geography models, on the
other hand, we would expect a higher probabil-
ity to see certain city names and persons, whereas
genre models might contain often occurring specific
verbs.

In order to make our text retrieval system
context-aware, it is thus sufficient to enhance it
by a set of language model classifiers for each con-
text category. For the purpose of the HARD track,
we assume a context detection unit is able to per-
form the translation process from a concrete user
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Figure 2: Context Modeling with Conceptual Lan-
guage Models

situation to a characteristic selection of conceptual
models. The remaining task to perform all docu-
ment classifications and to combine them for a final
ranking according to the entire search topic will be
addressed in the next section. Figure 2 sketches
roughly the described system.

3.1 Learning Application

Apparently, an IR-system working with conceptual
models will profit from being a self-learning appli-
cation. It might be possible to start the system
with basic models for each category, but in order
to have an easily extendable application, which en-
ables to build new categories and models, it is ben-
eficial to have a system that is able to train its
models itself by the feedback of the user.

Anytime a user indicates (explictly or observed
by his browsing behavior) that a certain document
matches her/his information need, we can assume
that it also matches the selected conceptual mod-
els. Therefore, the content of such a document can
be used to train the context models. In the setting
of the HARD track we will use the LDC annota-
tion of the training topics to improve our models
in the same way.

4 Ranking Algorithms

Having language models at hand that describe the
users context, we are able to classify the documents
according to each single context category, but we
need to come up with one final ranking including
every single source of relevance evidence. There
are basically three options to perform this task:

e Query Ezpansion or any kind of uniting of

terms, taken from all context models, to build
one large final query.

e Reranking or filtering of the results according
to each classifier.

e Using combined ranking algorithms to aggre-
gate the scores of single classifications.

Using query expansion techniques would lead to
the difficult task to select a certain number of rep-
resentative terms from each model. Since the query
and "meta-query” models differ highly in length,
we cannot simply unite all terms to one combined
query. Filtering or reranking, if it is used in a more
”aggressive” way, can be regarded as black-and-
white decisions for or against a document. How-
ever, thinking of several meta-query categories it
is likely that a document is judged relevant by a
user even if it does not match one of the associated
classifiers. Therefore, we opt here for a combined
ranking solution, which is comparable to ”softer”
reranking strategies and allows to consider each
context-classification step adequately.

4.1 Combined Ranking of Query and
Meta-Query

For discussing the ranking of documents accord-
ing to the query and meta-query we first introduce
some common notation. Let the random variables
Q, D denote the choice of a query, respectively doc-
ument, and r/7 mark the event, that D is regarded
as relevant/not relevant. Further, M represents in
our case the meta-query, consisting of several single
models for each involved category M;:

M = {M, Ms,...,M,}.

Using the odds of relevance as a basis, we can
deduce it to probabilities we are able to estimate.
Q@ and M are assumed to be independent given D
and r.

P
P

(r|@Q, M, D) _ P(Q,M, Dlr) x P(r)
(FlQ, M, D) P(Q, M, DI|r) x P(T)
(Q|D,r) + P(M|D,r) + P(r| D)
( B
(

\
e fae)

Q|D,7) x P(M|D,T) * P(7|D)
P(Q|D,r) (M|D,r)
PQ|D,7)  P(M|D,T)

P
*
P

The prior document relevance P(r|D)/P(7|D) is
dropped from the formula in the last step. We
assume that there is not a-priori reason that a user
would like one document over another, effectively
making the prior document relevance constant in
this case.



The simple derivation now allows to handle
query and meta-query separately but in a simi-
lar manner. In terms of the user’s information
need we can regard () and M as alternative incom-
plete and noisy query representations. Combining
the resulting document rankings from both queries
gathers different pieces of evidence about relevance
and thus helps to improve retrieval effectiveness [5].

The remaining probabilities can be estimated
following the language modeling approach. D, @
and M are interpreted here as a sequence of terms,
and the probability to “generate” a sequence X
out of Y is estimated by the sum of the log like-
lihood probabilities of the terms occurring in X
interpolated by a smoothing factor. We denote a
maximum likelihood probability of a term ¢ within
a sequence of words X by P(¢|X). According to
Kraaij [9] the probabilities of the form P(X|t,7)
where a term ¢ is non-relevant for the generation of
X can be estimated by the collection likelihood of
the term. Combing both enables to determine the
required relevance odds, also called the logarithmic
likelihood ratio of a query @ given a document D:

PQID.7)
log (P(Qw,f))

. (1= XN)P(t|D) + AP(t|C)
éﬁmm*log( PIC) )

LLR(Q|D).

Here, C represents the entire collection and A the
smoothing factor to interpolate document and col-
lection likelihood.

Since we want to relate the scores of the query
and meta-query to each other, we have to ensure
that their probability estimates deliver ”compati-
ble” values (see [5]). Especially query length nor-
malization plays a crucial role in this case. No-
tice, that @ and M differ widely with respect to
their length. Thus, a simple LLR-ranking would
produce by far higher values when it is applied to
the meta-query. Using NLLR instead, the query
length normalized variant of the above measure-
ment, helps to avoid score incompatibilities.

4.2 Ranking according to the Meta-Query

As mentioned above, we would like to rank doc-
uments according to query and meta-query in the
same way. However, since M consists of several sin-
gle language models M, ..., M, we need to take
a closer look to this matter as well.

If M is substituted by M, ..., M,, the resulting
formula can be factorized, given the independence

of My,..., M,
g ((POM1,, M| D, 1)
6\ P(My,...,M,|D,7)
_ g (POMID,T) P(M,|D,r)
- %\ PanD,7 P(M,|D,7)

)
x I(NLLR(M1|D)+ .+ NLLR(M,|D)) .

We introduced the factor %L in the last row as a
second normalization step due to the number of in-
volved meta-data models. Especially if the number
n of models is growing, not only the overall score of
the documents would increase, but also the entire
meta-query would outweigh the original query in
the final rank.

A last remark concerns the choice of the smooth-
ing factor A. In contrast to typical short queries,
the role of smoothing is less important here, since
we can assume that the model is a good representa-
tion of relevant documents and therefore contains
most of their words itself. We thus argue to use a
smaller value for A\ here than in case of the query
ranking to stress the selectivity of the models.

5 Experiments

As apparent from the description of our system,
our HARD track research focuses on the usage of
the meta-data coming along with the search topics.
We have neither tried to take advantage of clari-
fication forms for relevance feedback nor have we
applied our algorithms to perform retrieval on pas-
sage level. Furthermore, we abstained completely
from techniques like stemming and stopword re-
moval, since they might degrade the effectivity of
classifiers, like genre language models.

Unfortunately, the submission deadline for the
runs has met a quite early phase of our research.
The submitted runs, though they performed quite
well, do not reflect all considerations presented in
this paper. In order to provide a consistent presen-
tation, we decided to show only ”post-track” runs
in this section, which directly follow the given de-
scription.

5.1 Collecting Data for the Models

For this years’ experiments, we have used only a
part of the meta-data that came along with the
queries, namely the subject, geography and related
text sections. Having appropriate models at hand
is a crucial requirement for any kind of experiments



utwenteB21 | utwenteM21 | utwenteB111l | utwenteM111
R-Precision (Hard) 0.267 0.289 0.294 0.349
R-Precision (Hard+Soft) | 0.268 0.308 0.308 0.366

Table 1: R-Precision for Baseline and Meta-data Runs

and the need to construct them ourselves has led
to this limitation.

The subject data was chosen, because it was con-
sidered to work best with respect to the purpose to
classify texts. It is probably easier to identify sport
articles by their typical vocabulary then to distin-
guish between genres. Geography data, on the con-
trary, can be regarded as a less typical domain for
applying language model classifiers. And finally
related text documents were used to demonstrate
their straightforward integration in the proposed
context modeling framework.

In order to construct language models for sub-
ject classification, we used three different sources
of data: manual annotation, APE keywords, and
the training data.

Firstly, we manually annotated 500 documents
for each chosen subject among the queries, e.g.
sports, health and technology. The 500 documents
have been preselected by a simple query contain-
ing the subject term and additional terms found
in a thesaurus. The aim of this step was to detect
150-200 relevant documents as a basic model repre-
senting its subject. For construction of a language
model all terms occurring in those documents were
simply united to build one large “vocabulary” and
probability distribution.

Although the number of documents might look
appropriate for building a basic text classifier, the
way we gathered the documents cannot ensure the
models to be unbiased. In order to further improve
the models, we used the keyword annotation com-
ing along with the documents. During the manual
classification process we observed that the keyword
section of documents from the Associated Press
Newswire (APE) provide very useful hints and in
many cases HARD subjects can easily be assigned
to APE keywords. It seemed admissible from re-
search perspective to employ this information as
long as we restrict it to a small part of the cor-
pus, in this case APE news only. However, since
HARD subjects cannot be mapped one-to-one to
APE keywords, our subject models differed con-
siderably afterwards in length and quality. For the
geography models, the link between query meta-
data and document keywords was easier to estab-

lish. Therefore, the geography models highly profit
by this technique.

In a last step, we automatically enhanced the
models by data obtained from the annotated train-
ing topics as mentioned above. If any document
was judged as relevant to a specific training query,
this also means that the document matches all
the meta-data constraints of that query. Thus,
all relevant documents belonging to a query asking
e.g. for sport articles, apparently are sport articles
themselves, and can therefore be used to enrich the
sport articles model.

Baseline Runs Every HARD track topic was
specified by a title, description and topic-narrative
section, which could be used for the baseline runs.
The easiest solution to compose a query of this
data was thus to unite all occurring terms in the
three sections to one query model. The queries of
our first baseline run utwenteB111 were composed
in this way. The second baseline run utwenteB21
reflected the more realistic situation of shorter user
queries, combing only the title and description
section. Since the number and expressiveness of
terms in the title section differs from the topic-
description, we weighted title terms higher here by
adding them two times to the query.

For both runs we computed a ranking according
to NLLR(Q|D) as a basis for later comparisons
with the meta-data runs. The two baseline runs
gives us the possibility to examine the influence of
the initial query length to improvements by context
meta-data.

Meta-data Runs Corresponding  to  the
equally named Dbaseline runs, utwenteM111
and utwenteM21 were calculated as shown in
the last section and take into account subject,
geography, and related texts as M;j...Ms. Ta-
ble 1 gives an overview on the achieved average
R-Precision of all runs. It shows first of all that
our approach for handling contextual data is able
to improve retrieval results, for soft as well as
for hard relevance. We expected higher relative
improvements when using context information
together with short user queries, however, our
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gle Meta-data Category

runs show that scenarios with long queries, like
in utwenteM111, can profit in the same way from
contextual data.

We performed further experiments to find out
if the given context categories are equally useful
for improving the system performance. Figure 3
presents the resulting precision-recall graph if the
queries are associated with only one specific meta-
data category. It considers short queries and hard
relevance only. In order to get comparable results
for all categories, we needed to restrict the evalua-
tion to a small subset of 11 topics that came with
geographical and subject requirements we could
support with appropriate models. For instance,
we dropped topics asking for the subject society,
since the associated classifier was considered rather
weak compared to others. Such a restriction is ad-
missible, since we were interested in the retrieval
improvements in the case appropriate models are
available, however, the remaining topic set was un-
fortunately a relative small base for drawing strong
conclusions.

The graph suggests that the utilization of geog-
raphy and subject preferences allow small improve-
ments whereas related texts considerably increase
the retrieval performance. In fact, using related
text information alone shows even better results
than its combination with other meta-data. As a
conclusion, it might be interesting to test in fur-
ther experiments, if a more elaborated approach
of combining the rankings according to each single
meta-data category is able to correct such effects.
The displayed graph shows further that the usage
of contextual data especially enhances the preci-
sion at small levels of recall, which meets perfectly

the “high accuracy” task of the track.

At last, the HARD track provided a very suit-
able environment for our research and we are look-
ing forward to continue our experiments on other
context categories and with different ranking func-
tions.
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