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Overview

The outsider might wonder whether, in its tenth yea,
the Text Retrieval Conference would be amoribund
workshop encouraging little innowation and
undertaking few new challenges, or whether fresh
reseach problems would continue to be aldressed.
We fed strondy that it is the later that is true; our
group at the Johrms Hopkins University Applied
Physics Laboratory (JHU/APL) participated in four
traks at this yea’'s conference three of which
presented us with new and interesting problems. For
the first time we participated in the filtering trac,
and we submitted official results for both the batch
and routing subtasks. This yea, a first attempt was
made to hdd a content-based video retrieval trad at
TREC, and we developed a new suite of tools for
image analysis and multimedia retrieval. Finally,
though no a stranger to crosslanguage text retrieval,
we made afirst attempt at Arabic language retrieval
while emphasizing a language-neutral approach that
has worked well in ather languages. Thus, our tean
found several challenges to facethis yea, and this
paper mainly reports our initial findings.

We dso made alast-minute (redly a last 36 hou)
effort to participate in the web retrieval tradk. We
uneathed a yea-old index and the software that we
used for the web task at TREC-9, and very quickly
produwced some official submissons. Our main
interest in the home-page finding task was to submit
content-only runs that could serve & a simple
baseline to which adher grougs <phsticaed
hyperlink-influenced approaches might be compared.
We smply did na have the time to seriously
investigate the more @mplex problems being
examined by the web tradk; however, we wanted to
be good TREC citizens and contribute to the
document pods.

All of our text-based investigations were based onthe
Hopkins Automated Information Retriever for
Combing Unstructured Text, or HAIRCUT system.
HAIRCUT is a Java-based tool developed internally
a JHU/APL that was first used to compare
tokenization methods during TREC-6. HAIRCUT

benefits from a basic design dedsion to suppat
flexibility throughou the system. For example, the
software suppats words, stemmed words, charader
n-grams, and multiword plrases as indexing terms.
And, severa methods for computing daument
similarity are suppated, though we recently have
relied on pobabilistic methods based on statisticd
language modeling techniques.

In general, we have seen better performance using
language models than when using cosine-based
vedor scoring. In ou experiments we used a
lingusticdly  motivated  probabilistic  model.
Hiemstra and e Vries describe this model and
explain how it relates to bah the Boodean and vedor
spacemodels [4]. The model has also been cast as a
rudimentary Hidden Markov Model [15]. Although
the model does not explicitly incorporate inverse
document frequency, it does favor documents that
contain more of the rare query terms. The similarity
measure can be expressed as

Sm(q,d) = |_| (o OF (t,d) + (1 - ar) Leif (t))f(t,q)

t=terms
Equation 1. Similarity calculation.

where (1-a) is the probability that a query word is
generated by a generic language model, and « is the
probability that it is generated by a document-specific
model. df(t) denotes the relative document frequency
of term t.

We conducted all of our work on a set of four Sun
Microsystems workstations that are shared among
our department (80 physicists, chemists, engineers,
and about 25 computer scientists). Two of the
machines are 4-node Sun Microsystems Ultra
Enterprise 450 servers with 25 and 4.0 GB of
physicad memory, respectively; the other two
machines are Sun Ultra-2 workstations with 1.25 of
RAM. This cluster has 200GB of dedicated,
networked disk space for use in our retrieval work.



Filtering Track

We participated in bah the routing and betch tasks
for the filtering tradk. We did na use awy of the
hierarchy information available with the Reuters
caegoriesfor either task.

Routing Task

Our goal for the routing task was to evaluate the use
of a dsatisticd language model for routing. We
submitted two runs, one based ona dcharader n-gram
(n=6) index (apl10frn) and ore based on a stem
index (apl10frs) using a derivative verson d the
SMART stemmer. We dso creged an undficia
word-based run (apl10frw). We simulated routing,
using a modified version d HAIRCUT system to
score indexed test documents using training index
statistics — the statisticd language model described
above was used for scoring. We formed gueries using
60 terms per topic that were seleded from the
positive batch grels documents. Term seledion was
acomplished uwsing mutua information hased
difference statistics with resped to the August 96
training chta.

We were pleased with ou officia results for our first
participation in this task. We were excited to
participate in the "routing bet" discusson and we can
report that we have 28 queries (exadly 1/3 of the
gueries) with = 0.9 predsion at 1000 das in bah
our officia runs. The doseness of the results
indicaesthe choiceof termsisnat criticd.

Avg. # bests | # > median

prec (84 topics)
apl10frn 0121 | 4 70
apl10frs 0104 | 4 56
apl10frw 0.113 undficia run

Tablel. APL Routing Results

Batch Task

Our goa for the batch task was to evaluate the
effedivenessof Suppat Vedor Madines (SVMs) on
the new Reuters data set [22]. SVMs are used to
crede dasdfiers from a set of labeled training data.
SVMs find a hyperplane (possbly in a transformed
space to separate positive examples from negative
examples. This hyperplane is chosen to maximize the
margin (or distance) to the training pants. The
promise of large margin classfication is that it does
not overfit the training data and generalizes well to
test data of similar distribution. See Heast [3] for a
general discusson o SVMs.

For the batch task, we sought to explore the dfeds of
different parameter choices on leaning with this
Reuters colledion. We were interested in the use of
tf/idf weighted vedors vs. per-topic binary vedors;
the use of radia basis function (RBF) vs. linea

kernels in the SVMs; score thresholds on resulting
classfier scores, and training skew fadors to incur
lesserror on paitive examples. This follows ealier
work in text batch filtering onthe original smaller
Reuters colledion [2] [6]. We used the SVM-light
padkage (version 350, by Thorsten Joachims [19]) to
creade dassfiers based on the training data for
clasdficdion d the test data. We used a reduced
feaure space for both batch submissons. For all
runs, we normalized dacument vedorsto unt length.

Our post-submisdon results sow: tf/idf training-
derived fedures were better than topic-spedfic
binary ores, RBF kernels were dightly better than
linea kernels; aggressve score thresholding hut our
tf/idf runs, while it helped improve our binary runs,
fixed skew was not as good as the per-topic skew
developed by dhersin the trac.

Batch Using Linear SYMswith Binary Vectors

For the submitted run apl 10fbsvml we used 200 terms
derived on a per-topic basis to creae binary term
vedors for ead dacument (our implementation
adually creaed a different document vedor for eath
topic). The terms were seleded from ead topic's
positive grels documents, using mutual-information-
like diff erence statistics with resped to the August 96
training sample. Given n positive training dauments
for atopic, we randamly chose n potentially negative
examples from the full training index, and threw
away any that were adualy positive. We aeaed
linedr SVMs, weighting paitive and regative
training examples equally (-j 1 flag in SVM-light). J
isa mst or skew fador, by which training errors on
positive eamples outweigh errors on regative
examples (see[5)).

We then used the score of the test document using the
topic SVM to dedde whether to return the document.
In experiments reported in the literature, SVMs
scores are normaly thresholded above zeo.
However, we had olserved many training errors
close to zero; many negative examples were
misclassfed with a small positive score. We thus
experimented with setting higher score threshalds.
We debated using a small epsilon to threshold the
score, but dedded to try to find the "best" scores per
topic atomaticdly to maximize the 2R+ -N+
measure for the training dita. While the overall
approach dd na work all that well, thresholding dd
salvage something ou of these particular vedors.
Undfficial runs using a zero threshold did worse, for
bath j=1 and j=5 (runs BINLIN skewl and BINLIN
skews5 in Table 4 below).

We do nd know why this approach dd na succee.
We considered trying dfferent values of | to weight
positive and regative examples differently. Perhaps
more negative training dbta or a greaer number of
terms would improve the technique. Finally, our main



intuition is that binary feaures are probably na
appropriate for this Reuters dataset.

Batch Using RBF SVMswith TFIDF Vectors

For the submitted run apl 10fbsvmr we used a reduced
term space of 2000 terms to crede all the test and
training dacument vedors, based on all the training
data. The terms were seleded using the top 2000
stems by document frequency in the training set.
Stems were produced using a derivative of the
SMART stemmer and stopwords were not removed.
We aeded tf/idf weighted vedors for eadn dacument
and eadh vedor was normalized to unt length.
Given n positive training dacuments for a topic, we
randamly chaose 4n potentialy negative examples
from the training index, and threw away any that
were adually positive. We then trained radial basis
function SVMs (using the -t 2 -g 1 flags in SVM-
light), weighting paitive and negative training
examples equally (5 1 flag in SVM-light). Using
thresholds higher than zero to classfy the test
documents, as we did with linea kernels, proved to
be abig mistake. It hurt performance significantly.
Set predsion was good but set recdl wasterrible.

We redid this run using the same RBF models with
zao as the score threshold (RBF skewl), and are
much happier with the results. We dso dd some runs
using weighted RBF models with j=5 (RBF skew5)
and similarly tried linea kernels (LIN skewl and LIN
skew5). These post-hoc experiments confirm that
SVMs can work well for the batch task, using either
radial basis functions or linea separators with tf/idf
weighted vedors normalized to unit length.

We eped there ae many per-topic optimizaions
(such as the leare-one-out crossvalidation on
training data Dave Lewis used to find ogimal j
weights per topic [8]) that could dramaticdly
improve theseinitia findings.

Results

T10SU | Fbeta | SetPrec | SetRecdl

apl10fbsvm | 0.115 | 0.292 | 0.303 | 0.627

apl10fbsvmr | 0.081 | 0.154 | 0.380 | 0.054

Table2. Official Batch Submissons.

T10SU | Fbeta | SetPrec | SetRecdl

RBF skewl | 0.283 | 0459 | 0.546 | 0.437

RBF skew5 | 0.254 | 0.430 | 0442 | 0.525

LIN skewl 0.234 | 0413 | 0.400 | 0.601

LIN skew5 0.157 | 0.341 | 0.318 | 0.689

Table3. Undfficial (post hoc) batch runs, unified
tf/idf weighted term space

T10SU | Fbeta | SetPrec | SetRecdl

BINLIN 0.030 | 0.132 | 0.113 0.835
skewl

BINLIN 0.009 | 0.085 | 0.071 0.895
skewb

Tabled4. Unofficia (post hoc) batch runs, per-topic
binary term space

Summary of Batch Filtering Results

Chart 1 summarizes the results of our batch filtering
experiments. SVMs with RBF kernels on TFIDF
vedors and no threshalding works well, and could
have performed above median compared to other
official batch results. Threshalding above zeo hut
for RBF SYMs on TFIDF vedors (RBF skewl vs.
apl10fbsvmr). However thresholding improved a
poa baseline result of linear SYMson hinary vedors
(apl 10fbsvml vs. BINLIN skewl).
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Chart 1. SYMs with RBF kernels on TFIDF vedors
work well for batch filtering with the T10SU metric.

Video Retrieval

The video tradk was a new addition to TREC this
yea. It consisted o three tasks. shot boundry
detedion, known-item seach and general seach. The
data set was eleven hous of mostly documentary
video from the Open Video Projed at University of
North Carolina Chapel Hill and the NIST Digital
Video Colledion. JHU/APL did na have ay
previous experience with video or image retrieval so
participation in this track was a valuable leaning
experience. A significant amourt of time had to be
devoted to developing the software infrastructure
needed to processMPEG video, crede an index, and
parse queries. This led to a philosophy d “simpleis
best.”




For the shot boundry detedion task, we
experimented with using color histograms,
luminance, and the raw image gradient of frames to
locae hard cuts and gadua transitions. Hard cuts
were identified using an ad hac global threshald on
the wlor histogram intersedion o conseaitive
frames [16]. With gadua transitions, posshle
disolves and fades were first deteded by looking for
abrupt changes in the average luminance of frames.
These posshle gradua transitions were then
evaluated by analyzing the dcange in the image
gradient. Each frame was divided into eight-by-eight
blocks. If a large percentage of the blocks had
changes in the image gradient greaer than some
threshold, the presence of a disolve or fade was
confirmed. The same technique was used to locate
the start and end o ead gadua transition. This
approach was based on the work of Zabih, Miller,
and Mai [17], the major differences being that we did
not perform motion compensation and wsed raw
image gradients rather than edges. This resulted in a
method that was lesscomputationally expensive than
the typicd edge entering and exiting method The
method dd na perform well in the evaluation, but
we did nd have sufficient time to experiment with
different variations and thresholds. The only
interadion ketween the dgorithm for deteding herd
cuts and those for deteding gadual transitions was
the hard cut algorithm taking precedenceif a ait and
a trangition were deteded in close proximity. A
summary of the results for shot boundry detedionis
shown in Table 5.

Keyframes | Dimensions | Color Texture
feaures | fedures
7391 272 256 16

Total | #= median # best
videos
Cuts-prec 15 12 8
Cuts-recdl 15 4 1
Graduals-prec 17 0 0
Graduals-recdl 17 4 2

Table5. Shot boundry detedion results

Because of limited time and experience, our approach
to video retrieval was to tred a video as a series of
still i mages. We made no attempt to exploit the extra
infformation available with video and nd with
images, such as the audio tradk and oljea motion.
The experiments we performed focused on sing
color histograms and image texture feaures. Each
video was first decomposed into shots using the shot
boundxry detedion algorithms described above. The
middle frame was used as the key frame to represent
all the ontent of the framesin the shot. Thisisnot a
complete representation, but it fit with the emphasis
on simplicity for the sake of expediency. In fad, the
index files for the 6.3 GB data set comprised orly 31
MB atogether, lessthan 1% the size of the source
data. A key frame was described by a vedor that
contained color and texture feaures. Similarly, ea
guery was also represented by ore or more of these
vedors. For adescription o the vedors, seeTable 6.

Table6. Description d video index and wedor
feaures

When procesing queries, any text or audio was
completely ignared. If avideo example was provided
for aquery, just the middle frame was extraded as an
image example. A weighted dstance measure was
used for evaluation with the key frames ranked by
minimum distance to the set of query examples. The
weights were chosen so that the texture and color
feaures made gproximately the same contributionto
the distance measure even thoughthere were fewer
texture measures. The texture feaures were
cdculated using a texture descriptor proposed by
Manjunath [9]. It credes a multiresolution
demmposition wsing a Gabor filter bank. We used
code avail able from the Image Processng and Vision
Reseach Lab at the University of California, Santa
Barbara[18] to cdculate these fedures.

While our results from the known item task were
close to the median, the results from the general
seach were significantly below average. We have
not had time to completely investigate this disparity.
One eplanation for this is that the genera
information reed queries depend more on the text
description d the query than on the image or video
examples. Since we discarded this information when
parsing the query, we were & a disadvantage when
trying to retrieve relevant video clips for general
seaches. The three queries on which we were @ove
the median would suppat this hypahesis, the text
descriptions were short with little information
contained in them. “Other shots of city scapes,”
which is the text description d a query where we
were @ove the median, is a good example. In the
known item task, the queries we scored the best on
asked abou objeds that have a strong color
comporent; “Scenes with a yellow boat” or “Other
examples of the surface of the planet Mars.” This
result agrees with the strong emphasis we placel on
color in the representation d video data.

Arabic Language Retrieval

The CrossLanguage Retrieval task at TREC 2001
consisted of bilingual retrieval of Arabic newspaper
articles given either English or French topic
statements. Mondingual submisdons were dso
accpted uwsing the manually produced Arabic
tranglations of the topics.

The gparent necesdty of having quality trandation
resources available for use in a CLIR system has
often been expressed. For example, at the first CLEF
workshop, Anne Diekema gave a provocaive tak,
sugeesting that CLIR evaluation was esentially just




evaluation o trandation resources [1]. We spent
several days eaching the Web for extant colledions
of parallel corpora or bilingual dictionaries that
would be helpful for trandating to Arabic, with no
red success We finaly found ore newspaper that
published mappable, parallel content in bah Arabic
and English, only to dscover that the Arabic stories
were available only as images (a pradice that stems
from the historic lack of standards and software for
displaying Arabic text). Downloading that GIF files,
OCRing them, and bulding a parallel colledion was
beyondour means.

Unable to dscover or aqquire significant trandation
resources, we relied exclusively on two ontline
machine trandation systems, Ajeeb [20] and
Almisbar [21]. Recettly, Kradj showed how
trandation probabilities can be incorporated nicedy
into a language model for crosslanguage text
retrieval, and he demonstrated the dficacg/ of this
combination at the CLEF-2001 workshop [7].
However, since we simply used machine trandation
for query trandation we did na have acces to
trandation probabilities that are available when
dictionaries and corpus-based approaches are used.
All of our work was with fully automated retrieval.

This was HU/APL's first experience with Arabic
document processng and we leaned quite alot from
the experience We had nopersonrel who could read
Arabic. This however, did na dampen ou
enthusiasm for the task in the slightest. Over the last
severa yeas, our tean at APL has participated in
multiple CLIR evaluations, where large document
colledions in Chinese, Dutch, English, French,
German, Italian, Japanese, and Spanish were
seached [10] [11] [12] [13] [14]. Whil e these higher-
density languages tend to have many resources
available for lingustic analysis and automated
trandation, these languages are diverse, and use
numerous charader sets and charader encodings. Our
approach for combating the inherent scdability issues
presented by working with numerous languages has
been to focus on simple, language-neutral approaches
to text processng. Courterintuitively, we have not
found that sophisticaed, lingugticdly-rich
approaches demonstrate an appredable performance
advantage over the knowledge-light methods we

espoLse.

One example of a language-neutral technique is the
use of overlapping charader n-grams. We have found
that n-grams work well in many languages and a
pseudo lingustic normaizaion  accurs  in
agglutinative languages such as Dutch and German
[11]. N-grams are more widely used for retrieval in
Asian languages, we recently showed that 3-grams
perform on par with 2-grams in unsegmented
Japanese text [12], which is nat the cae with Chinese
[14]. Our use of 6-grams for indexing Arabic was not

founced on lingustic principles or empiricd
evidence— we simply guessed that it would be agood
choice & it has been in many caher aphabetic
languages. In retrosped, shorter n-grams have proven
to work better with Arabic. In addition to examining
the dhoice of words or n-grams as indexing terms, we
experimented with eliminating a repladng certain
Arabic charaders that did na appea in alist of 28
letters that we had available. Thus we built four
different indexes; summary information abou ead is
shownin Table 7.

# terms index size
words 571798 | 372MB
words - morph 539979 | 351MB
6-grams 6,784129 | 2513MB
6-grams - morph | 6,081,618 | 2427MB

Table7. Index statistics for the 869 MB, 384K
article TREC-2001Arabic oolledion.

Our submisdons were produwced by combining
multiple base runs using dfferent combinations of
the topic statement fields, and dfferent methods for
morphdogicd normalization, tokenizaion, query
expansion, and trandation. One mondingual run,
three bilingual runs from English topics, and ore
crosslanguage run wing the French topics were
submitted. For our mondingual Arabic run,
apl10cal, we relied oneight constituent runs
e 2 query formats: TD and TDN
» 2choicesfor relevancefeedbadk (yes or no)
* 2 tokenizaion aternatives, words and 6
grams
e 1 namadizdaion approad, charader
elimination was used
Thus, eight different base runs were aeaed, and
merged together to produce apl10cal. See [13] for
detail s of the merging strategy.

Apl10cel, was our first bilinguel run wsing the
English topics. We used the exad same gproac as
apl10cal, but had two methods for trandating the
topics:

* 2trandation systems (Ajeeb and Almisbar)
Thus sxteen dfferent base runs were ombined to
produce the submitted run.

Our seomnd and third English hlingual runs only
made use of the TD topic fields and used either
words, or 6-grams as indexing terms. The secondrun,
apl10ce2 used eight base runs:

e 1 queryformat: TD

e 2 choicesfor relevancefeedbadk (yes or no)

e 1tokenizaionaternative: 6-grams

e 2 namdizaion approachs, charader

elimination was used, or not
» 2trandation systems (Ajeeb and Almisbar)



The third English bilingual run, apl10ce3, was just
like apl10ce2, except that words were used in place
of n-grams.

Finaly, we submitted ore run wsing the French topic
statements, apl 10cf1. The base runsfor this used:
e 1 query format: TDN
» 2choicesfor relevancefeedbadk (yes or no)
e 2 tokenizaion dternatives. words and 6
grams
e 1 namaizdaion approadh, the charader
elimination was used
e 2 trandation systems (Ajeeb and Almisbar)
from English to Arabic
e 1 trandation system for French to English

(Systran)

Thus, when using the French queries, we first
trandlated to English using the Systran product, and
then translated to Arabic using ore of the two orline
systems (Ajeeb/Almishar). Interestingly, this £oond
layer of trandation dd na seen to cause much loss
in retrieval effediveness This may be due to the
generaly high performance of the Systran
English/French modue.

Official results

An owerview of APL’s five officia runs for the
Arabic tradk are shown in Table 8 below.

MAP | Recdl # #2> %
(4122 | best | median | mono
apl10cal | 0.3064 | 2669 | 3 17 100%
apl10cel | 0.2891 | 2819 1 22 94.4
apl10ce? | 0.2250 | 2593 0 16 73.4
apl10ce3 | 0.1914 | 2350 | O 15 62.5
apl10cfl | 0.2415| 2574 0 20 78.8

Table8. Officia resultsfor Arabic runs (25 topics)

We note that run apl10cel (bilingual English to
Arabic) achieved 944% of the mondingual baseline
observed in apll0cal. As yet, we ae unable to
ascertain whether this is do in part to ou particular
approach to retrieval, or is more a fador of the
quality of the machine trandation software we relied
on.

Since the cnference workshop in November, we
have found Ietter bilingual performance using n-
grams of length four instead of the longer six-grams.
This yielded an improvement in average predsion
from 0.2891 (apll0cel) to 03350 But our
mondingual baseline dso improved when 4-grams
were used, from 0.3064 (apl10cal) to 0.3588 Thus,
the relative bilingual  performance  drops
insignificantly to 934%.

TREC-2001 Official Arabic Results
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Figure 1. Recdl-predson gaph for APL's

official Arabic tradk automatic submissons

We do otserve that the use of n-grams acounted for
a 17% relative improvement over words in mean
average predsion (0.2250 s. 0.1914 as ®e in the
results for runs apl10ce2 and apl10ce3..

We ae still examining the data from al of our many
base runs, and do nd report on thase runs. However,
our preliminary anaysis finds that charader
elimination was helpful, but the dfed was not
extremely large.

Web Retrieval

All of our work for this task was dore in esentialy
one day using an index file previously creded for the
wtl0g colledion and wed by APL during TREC-9.
We submitted four content-only based runsfor the a
hoc task, and produced two submissons for the
homepage finding task. Our site finding runs were
based entirely on query content; we did na use site
popuarity (badklink frequency) or any gaph
theoretic analysis of the hyperlink structure. Our
purpose was to see how well a pitifully under-
informed approach would compare to the more
sophisticaed methods we aticipated others would
apply to the problem.

We indexed dacuments using urstemmed words; the
resulting dctionary contained ower three million
entries and the index files consumed rougHy 3GB of
disk space Each document was procesed in the
following fashion. First, we ignaed HTML tags and
used them only to delimit portions of text. Thus no
spedal treament was given for sedional tags such as
<TI TLE> or <H1> and bdh tags and their attribute
values were diminated from the token stream. The



text was lowercased, punctuation was removed, and
diaaiticd marks were retained. Tokens containing
digits were preserved; however only the first two of a
sequence of digits were retained (e.g., 1920 kecane
19#4). The result is a strean of blank-separated
words. Queries were parsed in the same fashion as
document, except that tried to remove stop structure
from the description and rerrative sedions of the
gueries using alist of about 1000 phiases constructed
from previous TREC topic statements.

After the query is parsed each term is weighted by
the query term frequency and an initia retrieval is
performed followed by a single round d relevance
feedbadk. In performing Hind relevance feedbadk we
first retrieve the top 1000 douments. We use the top
20 dacuments for paositive feedbadk and the bottom
75 dauments for negative feedbadk; however
dugicae or nea-dugicae documents are removed
from these sets. We then seled 60 terms for the
expanded query.

For the most part we ignared the web-nature of the
documents and relied ontextual content alone to rank
documents.

Informational Task

We submitted four runs for this aubtask, three runs
that smply used the short (Title) portion o the topic
statement, and ore run that used all parts of the topic
(TDN). The four runs were:
» apllOwa: title only, no Hind relevance
feedback
* apllOwb: title only, no Hind relevance
feadbadk, all query terms must be present in
adocument
» apllOwc: title only, with pseudo relevance
feadbadk, all query terms must be present in
the document
e apllOwd: TDN, with psuedo relevance
feedbadk, no congtraints on qlery term

presence
P@5 | P@10 | MAP | Recdl | Bests/
(3363) | Median
apl1l0wa | 0.1600 | 0.1460 | .0805 | 1702 | 1/11
apl10wb | 0.2400 | 0.1900 | 0.0671 | 599 1/9
apl10wc | 0.2520 | 0.2380 | 0.1567 | 2105 | 2/28
apl10wd | 0.3720 | 0.3380 | 0.2035| 2525 | 2/30
Table9. Performance of APL Official TREC-2001

Web submissons (Ad hc)

Results for our officia submissons are shown in
Table 9. The submissons that used pseudo relevance
feedbadk (RF) had much higher predsionat 10 dacs,
mean average predsion, and recdl at 1000 das. The
run wing al parts of the topic statement (apl 10wd)
had the highest performance acoss the board,
including predsion at 5 documents. Runs apl10wb

and apl10wc, both of which required all query terms
(only terms from the topic titles) to be present in
returned dacuments, had abou a 50 percent
improvement in predsion a 5 dacuments over
apl10wa. This is important, because it suggests that
when high predsion is desirable, not all documents
containing any query term neal be eamined, a
pradice @mmon to many web seach engines today
(instead, the smaller set of documents that contain all
of the query terms could be scored). Also, while
apl10wc had high performance d higher recdl levels
than dd apl10wb, this was not redly true & high
predsion. This lends suppat for the pradice of not
using relevance feedbadk when orly few relevant
documents are needed to satisfy a user’s need.

Navigational Task

We submitted just two runs for this aibtask, and
dedded to see how well a purely content-based
ranking would perform. Asin the informational task,
we ompared performance between runs where dl of
the query terms were required to be present in
relevant documents. We simply ordered ou ranked
list of hyperlinks using the simil arity scores from the
retrieval process Aswas mentioned ealier, no wse of
document popdarity or hyperlink structure was
attempted. The two runs we submitted were:
* apll0Oha: al terms required, no relevance
feedback
* apl10hb: &l terms not compulsory, no Hind
relevancefeedbad used

MRR | %top 10| %failure
apl10ha | 0.238 | 44.8% 22.1%
apll0hb | 0.220 | 428% 21.4%
Table 10. Performance of APL Official TREC-2001
Web submissons (site finding task)

On the officialy reported measures, mean redproca
rank, percent of topics with a mrred entry page
found in the top 10 dauments, and the failure
percentage (when nore was found in the top 100
docs), these two runs were virtually identicd. The
mean redprocd rank is just dightly higher for
apl10hg, in which al query terms were required to be
onthe given page.

Conclusions

This yea we participated in three tradks that eah
presented new challenges: filtering, video, and
Arabic.

We investigated the use of Suppat Vedor Madhines
(SVMs) for batch text classficaion and ndiced a
large sendtivity to parameter settings for these
clasdfiers. We dso found that we were &le to
choose reasonable score thresholds for the routing
task when using a language model for estimating
document relevance



Due to aladk of experience with multimedia retrieval
(e.g., we had rever previously participated in the
TREC Spoken Document Retrieval task), the video
tradk was a significant chall enge for us. We placal an
emphasis on simple techniques to quickly crede a
retrieval system while planning to add more
advanced comporents sich as eed remgrition in
the future. From our initia analysis, there was a
correlation between hov we parsed queries and ou
performance on dff erent types of queries

Arabic retrieval was espedaly interesting for our
team, which had no personrel who could rea
Arabic. The lack of available trandation resources
left us with littl e dternative but to use week machine
trandation systems; yet, we found blingual
performance rivaled a good mondingual baseline in
terms of mean average predsion (94%), had equal
performance d high pedsion levels (such as
measured in predsion at 5 o 10 dacuments), and
even achieved higher recdl at 100Q Our results
emphasizing language-neutral techniques indicate
that excdlent performance is attainable withou
sophisticaed lingustic processng.

While we did na put significant effort into the Web
trak this yea, we did attempt to improve our
retrieval performance a high pedsion levels (in
contrast to our previous work attempting to maximize
mean average predsion). We found suppat for
several tedhniques currently used in the commercial
sedor that improve query processng efficiency
withou impading Hgh predsion performance
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